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and universities. In these environments, UNIX was used as a programmer’s tool

that could be built upon to meet the needs of the research community. It didn’t
have to be easy, it just had to be low-cost and provide standard common interfaces to
support research collaboration and tool building. It is the open, standards-based face
of UNIX that has brought it to the forefront of the movement toward open systems.

The proliferation of low-cost RISC processors has brought UNIX onto the desktop.
The open systems, open source, and right sizing movements have brought UNIX into
the commercial glass house. The time has come. UNIX has gotten a haircut, put on a
suit, and gone head to head with the legacy operating systems from desktop to big
iron. Vendors and standards groups are scrambling to define and implement UNIX
system management and administration tools to satisfy the needs of this diverse user
base that are continually changing. Are they succeeding? Well, even now a common
Enterprise Management “Console” does not work for everything and everybody.

The first offerings in the realm of UNIX system management were just a set of
commands encased in various user interfaces. Many of these tools take a good deal
of heat from the traditional UNIX Systems Administrator crowd because of the new
approaches and protocols being employed to manage standalone and distributed
UNIX environments. Whether this is good or bad remains to be seen.

The Open Software Foundation (OSF) struggled with its Distributed Management
Environment (DME) technology in late 1993, yet it never saw the light of day. Tivoli,
Hewlett-Packard, and others have taken up the challenge and are now offering a robust
multivendor OS and network management tools. Are they interoperable? The sales
glossies and CD-ROM demos certainly indicate that not only are they interoperable, they
also meet all the latest standards specifications. Remember standards? Everybody’s got
one. Rather than spending a great deal of time validating the standards issue, the best
use of your time is to give each product a test drive and vote with hard-earned cash.
Since you are reading this book, I can safely assume there is still some work to be done
regarding development of the perfect systems management tool.

Like any multiuser operating system, UNIX requires special care to ensure that
resources are distributed equitably among the user base and that these resources are
secured from intrusion or failure. Our job as Systems Administrators is to guarantee
that these requirements are being met. How do we do it? Read on!

In the near past, UNIX primarily inhabited the dusty halls of research institutions

AIX AND UNIX

Is AIX UNIX? It’s certainly different in many respects from what might be coined legacy
UNIX systems. What defines UNIX? Most vendor UNIX offerings, including AIX, pass
the System V Interface Definition (SVID) tests, are POSIX compliant, and are X/Open
certified. Does this make them UNIX? Before you answer that, remember: MVS, then
0S5/390, and now the zSeries are X/Open certified. Most of the differences found in AIX
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are related to system administration. As you might expect, the Systems Administrators
are the most vocal when it comes to complaining or praising UNIX evolution.

AIX offers a very solid mixture of BSD and System V features. Users from either
environment will find it easy to make themselves at home. The measure of an operating
system should be whether it provides an environment that assists rather than hinders
your ability to do meaningful work. It must also be interoperable with other architectures.
AIX holds up very well under this definition.

As far as where UNIX is going, one can only hope that the vendor community is
serious about maintaining a common UNIX look and feel. The Common Open Software
Environment (COSE) alliance started by HP, Sun, IBM, SCO, USL, and Univel was a
step in the right direction. There have been other vendor coalitions, and we have seen
interfaces like the Common Desktop Environment (CDE) become a reality.

NEW FEATURES OF AIX WITH VERSION 5L

Starting with AIX 5L, a lot of commonality between AIX and other UNIX flavors gets
closer. As a whole, AIX is slowly moving in the direction of System V, and IBM has
embraced the open source movement by incorporating Linux Affinity into AIX 5L and
AIX 4.3.3. The next sections show some of the new features and enhancements in AIX 5L.

Linux Affinity

IBM has brought Linux into the support arena and into AIX as well. With AIX 5L, and
AIX 4.3.3 at maintenance level 8, you have the ability to run Linux applications, tools,
and utilities, and have the same look and feel of Linux on your AIX POWER machine
with KDE-2 and GNOME. You can run native Linux programs on AIX, and you can
bring your Linux application source code over to AIX and recompile the application to
create a new AIX application. By recompiling the application source code you add the
reliability and scalability of AIX to your Linux applications. This allows you to start an
e-business on small Linux and Intel servers and scale your infrastructure up with AIX.

There are three mechanisms that allow for Linux Affinity. First is the AIX Toolbox for
Linux Applications. The second mechanism is through application program interface
(API) code, and the third is recompiling Linux source code on AIX. Let's look at these
individually. Also check out the IBM Redbook site, “Running Linux Applications on AIX,”
at http://www.redbooks.ibm.com/pubs/pdfs/redbooks/sg246033.pdf

AIX Toolbox for Linux Applications

The AIX Toolbox for Linux Applications comes with a large assortment of native Linux
applications, tools, and utilities. The GNU and Linux application development tools
allow you to develop new applications for AIX. You also have two new options for your
desktop environment. In addition to command line, X, and CDE, you can now have
GNOME and KDE-2. Linux users also have the convenience of the Red Hat Package
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Manager (RPM) for installing software, which in all gives the Linux user a familiar
environment to work in.

APIs for Linux

The application program interface (API) programs and header files are Linux compatible.
So this is not an environment or an additional layer of software, but a true API. Newly
developed APIs on AIX for Linux are continuously being developed both by IBM and
other developers. Your applications run as native AIX applications.

RPM Format

With the Red Hat Package Manager (RPM) on AIX, you can install native Linux
applications using the familiar rpm commands used with Linux on POWER platforms.
You can also install RPM format Linux programs using the new Install Wizard from
IBM, geninstall. With the Install Wizard, you can install AIX installp packages as well
as any of the following software package formats:

e InstallShield Multi-Platform (ISMP)
* Red Hat Package Manager (RMP)

¢ Uniform Device Interface (UDI)

Running KDE-2 or GNOME on Your Desktop

With Linux Affinity in AIX come the KDE-2 and GNOME desktop environments. For
your Linux users they offer the look and feel of Linux with the scalability and reliability
of AIX and the pSeries and RS/6000 platform. The desktop is easy to change with a

few commands so everyone can work in a familiar and comfortable environment.

New Volume Group Features

Now you can have a read-only volume group. This is an important new feature that
adds to the data protection effort for read-only and static environments. Also, the
volume group identifier (VGID) has grown from 16 to 32 characters. This coincides
with the physical volume identifier (PVID) character length. Hot Spare capability
has also been added at the volume group level.

JFS2 Filesystem

Need a huge filesystem? You're in luck with Enhanced Journaled Filesystems, or
JES2. With JFS2 you can have a filesystem up to 4 petabytes (PB)! The 4PB limit is
the theoretical limit. The actual tested filesystem size is 1 terabyte, but this is not the
surprising part. You can also create a file up to 4PB, with 1TB being the tested file
size. Also, with JFS2 you do not have to worry about i-nodes because they are now
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dynamically allocated. JFS2 is supported with the 32-bit kernel, but you will see a
performance increase by using the 64-bit kernel.

Hot Spot Management

The new kid on the block is the migratelp command, which allows you to manage
your storage down to the logical partition level. Got a hot spot on a disk? Move the hot
disk partitions to a less active disk! Using the migratelp command, you can control the
exact placement of specific logical partitions. To find the hot spots, you turn on statistics
with the lvmstat command using the -e option.

To turn on statistic gathering:
# lvmstat -e -v rootvg

To turn off statistic gathering:
# lvmstat -d -v rootvg

View VG statistics by LV:

# lvmstat -v rootvg

View LV statistics by LP:
# lvmstat -1 hd3

32-bit and 64-bit Kernel Support

When you install AIX 5L, you can choose a 32-bit or 64-bit kernel. The choice is really not
a critical decision, in most cases. Both 32-bit and 64-bit kernels support 64-bit applications.
Both kernels also support the new JFS2 filesystem, which allows for a large filesystem. So
why the decision? It turns out that JFS2 has better performance with the 64-bit kernel. You
can also support up to 96GB of memory with a 64-bit kernel.

If you are running 64-bit applications, using (or planning to use) JFS2, or have a need
for 96GB of memory, you should install the 64-bit kernel. On the other hand, you may
have better performance with the 32-bit kernel for 32-bit applications.

The bootinfo -y command shows if your system is 32-bit or 64-bit enabled. Machines
since the RS/6000 H70 are 64-bit.

The bootinfo -K command returns the current kernel mode information for your
system directly as an integer value of 32 or 64.

The svmon -P <process_ID> command shows if the currently running process is 32-
or 64-bit and whether it is multithreaded. This information is found in the 64-bit and
Mthrd columns.

If your system is currently running in 32-bit mode and you want to switch to 64-bit
mode, enter the following commands, provided you have already installed the
bos.mp64 fileset.

# 1n -sf /usr/lib/boot/unix_64 /unix
# 1n -sf /usr/lib/boot/unix_64 /usr/lib/boot/unix
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# bosboot -ak /usr/lib/boot/unix_64
# shutdown -Fr

After the system reboots, the system is switched to 64-bit mode.

Resource Monitoring and Control (RMC) Subsystem

A new subsystem has been added called Resource Monitoring and Control (RMC). This
subsystem is similar to the Reliable Scalable Cluster Technology (RSCT) used in the
Scalable Parallel Server. It allows for system monitoring of predefined and user-created
tasks and events. There are 84 predefined conditions, where you set threshold levels to
respond to a trigger level. The trigger response notifies you if the event that has exceeded
the threshold. You set up RMC through the Web-based System Manager (WebSM).

AIX Now Supports UNIX System V Printing

This is a centralizing effort by IBM. System V printing has a lot of advantages over the
“classic” AIX printer subsystem. For example, with System V you have support for
forms, and you can limit access to printers in the user community and use standard
PostScript filters. However, you can have only one printer subsystem active at the
same time, but you can easily switch between System V and the classic AIX printer
subsystem.

System Hang Detection

The System Hang Detection feature allows you to define the action if the system is in
an extreme load situation. A new shdaemon daemon has been added that monitors
the system's ability to run processes and takes the specified action when a threshold is
exceeded. Actions include these:

* Log an error in the error report.

* Send a warning message to the system console.

¢ Automatically reboot the system.

* Execute a command.

* Launch a recovery session login on the system console.

Dynamic CPU Deallocation

This new feature is part of Project eLiza, which is an ongoing effort by IBM to produce
self-healing machines, among other things. Dynamic CPU deallocation enhances the



Chapter 1: Introduction

availability of SMP machines by dynamically taking a failing CPU offline. This feature
is not enabled by default. Configuring this option requires at least three CPUs.

To enable CPU deallocation, you can use the AIX System Management Interface
Tool (SMIT) or the command shown here:

# chdev -1 sysO -a cpuguard='enable'

After making the configuration change, you can verify that it has been enabled with
the following command:

# lsattr -El1 sysoO

Beginning with AIX 4.3.3, you also have the option to deallocate CPUs on the fly
from the command line. This is very useful for scalability testing. A CPU is deallocated
using the logical CPU number, where the logical CPU number is an integer between 0
and n-1. The value of n is the total number of CPUs in the system. To deallocate CPU
number 3, use the following command:

# cpu_deallocate 3

Then you can verify that the processor has been taken offline using the following
command:

# lsattr -E1 proc3

Managing Paging Space Dynamically
New to AIX 5L is the ability to dynamically reduce the size of a paging space with
the chps -d command without a system reboot. Before, you had to disable the target
paging space so it would not be active on the next system reboot and then reboot the
system, remove the paging space, and add a new paging space that was the size you
wanted. This long process is not required anymore with the addition of the swapoff
command, which dynamically frees the paging space and takes it offline.

New swapoff Command

The swapoff command is called by the /usr/sbin/shrinkps shell script to
dynamically deactivate an active paging space. The swapoff command can also be
used on the command line. There are two requirements for the swapoff command to
work. The paging space must be currently active and must have been activated using
the swapon command. The second requirement is there must be enough remaining
paging space for the system to operate normally. To deallocate one or more paging
spaces use the following command:

# swapoff paging device [paging_device]
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Example:
# swapoff paging00 paging03

In this example, the paging00 and paging03 paging spaces are deactivated.

Shrink Paging Space on the Fly

You can shrink the size of a paging space on the fly using the following chps command
structure:

# chps -d Decrement_LVs [-a yes|no] paging_space

where Decrement_LVs is the number of logical partitions to remove and -a yes|no
specifies whether or not to activate this paging space on the next system reboot.

The following command will shrink the paging01 paging space by four logical
partitions and activate the paging space on each subsequent reboot:

# chps -d 4 -a yes paging01l

This command calls the /usr/sbin/shrinkps shell script that goes through all of
the previously painful steps of reducing the size of a paging space without requiring a
system reboot.

Web-Based System Manager (WebSM)

The Web-based System Manager has been enhanced a lot in AIX 5L. Now WebSM can
manage more than SMIT. As an example, the System V printing can only be managed
from the command line or through WebSM. Also built in to WebSM is the Workload
Manager, which allows you to limit resources across the system to balance the workload
and ensure that applications stay within predefined limits. However, unlike SMIT,
WebSM does not have a log, so you do not have an audit trail.

You can also enable WebSM to a client/server environment. In this environment
you can manage the system from a remote browser. To enable WebSM as a
client/server application, enter the following command:

# /usr/websm/bin/wsmserver -enable

Performance and Security Enhancements

Two new performance tools are added with AIX 5L, truss and alstat. The truss
command allows for system call tracing, and with alstat you can view memory offsets.
Other performance commands have new features, such as vmstat, which has added a
timestamp with the -t switch.

On the security side, native Kerberos System V is standard, and IP key encryption
security, PKCS support, and IBM Secure Way Directory are available.



Chapter 1:  Introduction 11

Active and Passive Dead Gateway Detection

With Dead Gateway Detection, the system will do an adapter swap, or adapter
failover, if the primary adapter gateway is unreachable and switch to the backup
gateway. This configuration requires at least two network adapter cards. Dead
Gateway Detection can be configured in two ways, active and passive. Passive uses
TCP/IP and ARP, and active uses lost ping packets to detect a dead gateway.

Jabber Instant Messaging for AIX

Along with Linux Affinity, IBM has added support for the Jabber Instant Messenger
for AIX. Jabber lets you set up instant messaging on your intranet or on the Internet.
This allows you to send and receive real-time messages and have notification of other
active users.

SYSTEM ADMINISTRATION ACTIVITIES

If you're new to UNIX system administration, you may be asking yourself just what a
Systems Administrator does. UNIX system management involves a diverse set of skills
that covers the gamut from system installation and configuration to end-user hand-
holding. A large UNIX environment might be managed by a group of administrators,
each responsible for a particular subsystem. A researcher might only be grappling
with a UNIX workstation on the desktop. Whether acting alone or as part of a team,
administrators must have a general understanding of overall UNIX system management
activities to ensure that their areas of responsibility seamlessly interoperate with all the
subsystems that make up the UNIX operating system. On the desktop, this responsibility
often extends beyond the local system to the network and other vendor platforms that
make up a distributed environment.

The text in this book is organized logically to reflect AIX administration themes and
components, facilitating rapid location of the subject matter. Chapters are comprised of
detailed subject descriptions, examples, and diagrams. Where appropriate, both the AIX
System Management Interface Tool (SMIT), Web-based System Manager (WebSM), and
command-line options are presented. Command examples are flagged with the shell
prompt character (#) to distinguish them from other bullets and to remind the reader
that most configuration activities are performed with superuser privileges.

# command

Each chapter culminates with a Checklist topic list that covers key points and information.
DocSearch is the online manual interface for AIX and associated applications. This text is
intended as a pointer to the more specific information provided in the AIX hard copy and
DocSearch documents. It will also provide some insights based on practical experience
with RS/6000 and pSeries hardware and the AIX operating system.
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System Administration Tasks and Tools

Part I of this book overviews system administration responsibilities and identifies the
base reference and management tools. Characteristics of the AIX help system DocSearch
are described.

System Architecture

Part II describes the RS/6000 and pSeries hardware development history and
architecture. An overview of the AIX kernel is provided to illustrate operating system
principles that will assist you in understanding configuration and management issues
presented in later chapters.

System Installation and Management

Part III describes the AIX management tools, including the System Management
Interface Tool (SMIT) and the Web-based System Manager (WebSM), which can be
used to manage most aspects of the AIX operating system.

The discussion then turns to the steps required to install and manage the AIX
operating system. An overview of the AIX boot process and operation follows.

System Configuration and Customization

Part IV takes you to the point at which the operating system has been installed and
must be customized to meet the needs of the application environment. This includes
the runtime configuration, device configuration, and a description of the Object Data
Manager (ODM) and how it is used to store and manage system configuration data.
Tape solutions are discussed before the topic switches to the disk subsystem and the
Logical Volume Manager (LVM), including the steps involved to add disk drives to
the system. We end Part IV with terminals, modems, and AIX and System V printer
subsystems.

Network Configuration and Customization

The chapters in Part V describe how to make your system accessible from a number of
network architectures and topologies. TCP/IP, UUCP, and SNA are all covered in detail.

Networked File Systems

Part VI moves to network-based file systems that provide the underlying architecture
for sharing information in a distributed environment. These chapters outline a number
of common file system architectures, their features, and implementation requirements,
as well as mechanisms for facilitating file sharing between UNIX and Windows systems,
including Network File System (NFS), Distributed File System (DFS), and the desktop
file system Samba.
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Linux Affinity

Part VII covers Linux Affinity with AIX. This includes details on running native Linux
applications on AIX and the ability to recompile Linux source code on AIX to create a
new AIX application.

Distributed Services

Part VIII covers a range of distributed services. These include configuring e-mail,
network news, and Web servers/browsers. X11 administration is detailed in great
length. Web topics include tools for workgroup collaboration and creating a DMZ
with secure servers with a touch of XML thrown in.

Managing Users and Resources

Part IX helps the Systems Administrator manage user accounts. This section outlines
how to manage the user environment, do process management, and use system
accounting, with ways to streamline account management and reporting.

Security

Part X is a discussion of how DCE and Kerberos can be implemented to secure and
authorize principals in large networked environments. The Trusted Computer Base
(TCB) is discussed as well as security tools such as COPS, Crack, and Trip Wire.

System Recovery and Tuning

In Part XI, you'll see what you do when things go bump in the night. This shows
you how to keep your pSeries and RS/6000 machines running hot and lean. Backup
strategies and policies are explained. System monitoring tools, problem analysis, and
recovery techniques are reviewed.

Advanced Distributed Architectures

Part XII is on High Availability Cluster Multi-Processing (HACMP) and clustering
techniques and implementation considerations. You are shown how to build and configure
an HACMP cluster, test the failover capabilities, and keep the cluster running smoothly.

SAN, NAS, and iSCSI Consolidated Storage

Part XIII introduces you to storage area networks (SAN), networked attached storage
(NAS), and the iSCSI protocol. Each storage concept is discussed and a detailed
description of each technology is given. You learn how to add storage to an Enterprise
Storage Server (ESS), a.k.a. The Shark, using the TotalStorage StorWatch Specialist, as
well as moving storage between servers. We’ll also cover the data-gathering capability
of TotalStorage StorWatch Expert.

13
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CHECKLIST

The following is a checklist for the key points in system administration tasks and tools:

O

Od Oo0Oo

OoOooano

Define and implement UNIX system management and administration tools.
Define AIX.
Define UNIX.

You can add AIX commands and libraries to the Application Environment
Specification for the OSF/1 operating system.

Identify AIX 5L and list why a lot of commonality exists between AIX and
other UNIX flavors.

Identify the UNIX system management diverse set of skills.
You can run native Linux programs on AIX.
You can bring your Linux application source code over to AIX.

Recompile the application to create a new AIX application.
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based Documentation Library Service, or DocSearch. This service consists of two
parts—the documentation library and a Web-based search engine.

On the command line, the docsearch command starts the application within a Web
browser window. So, as you can imagine, the Documentation Library Service can be
viewed on any external machine that has network access and a local Web browser.
One of the first hurdles for new AIX users and Systems Administrators is mastering
the help system; confusion over documentation locations and access mechanisms
is the primary problem. The AIX DocSearch Web browser documentation system is
a powerful search and retrieval tool for assistance online. DocSearch is your online
rescuer when you scream “HELP!”

Starting with AIX version 4.3, IBM replaced InfoExplorer with the Web browser—

AIX HELP

Like any other UNIX flavor, AIX has online manual pages. The man command searches
for reference information on commands and files. However, IBM has gone to great
lengths to provide an extensive documentation library and search services that are easy
and intuitive to use. The base documentation library has information on just about any
topic, but there are extended documentation filesets for user and administrationguides,
AIX technical references, and application development tools that can optionally be installed.
IBM also has this same documentation online at the IBM Web site, www . ibm. com/
servers/aix/library. Accordingly, you can skip the installation of the Documentation
Library Service if you are short on disk space and have Web access.

DOCSEARCH OVERVIEW

The Documentation Library Service gives the capability to search, read, and print
online HTML documents. To start the DocSearch system, type docsearch on the
command line or in the Common Desktop Environment (CDE), click the help icon,
and then select Documentation Library from the icon list. Both techniques start the
Documentation Search Service in a Web browser window (an X environment is
required to use the service). DocSearch is a global system library of all of the volumes
that are registered on the documentation server. The documents can be read by clicking
the hypertext link in the browser window and drilling down through the books of
documentation, or by performing a keyword, or pattern, search that will display a
match list of all relevant information registered in the documentation library. The
search can be a simple phrase search or an advanced search using logical operators.

DOCSEARCH INSTALLATION

The Documentation Library Service is installed by default in ALX 5L, but if you did a
migration upgrade from a previous version or release of AIX to 5L, then some problems
might be encountered with DocSearch. As of this writing, 22 DocSearch problems were
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listed as common by IBM. These problems range from missing, or unset, environment
variables to improper Web server configurations and a lot of little problems in between.
It is straightforward to install and use the service, but it is fragile to install and everything
must be completed before the Documentation Library Service will work.

Installing the Netscape Browser

Netscape is the preferred Web browser and is the first component of the search
service to install. The Netscape browser software can be found on the AIX 5L
Expansion Pack or the AIX 4.3.3 Bonus Pack CD-ROM,; it can also be downloaded from
http:\\www.netscape.com However, the Netscape Web site does not provide
the files in the backup file format (.bff) that SMIT and the installp command require,
so you will have to use the installation shell script provided by Netscape. Install all of
the Netscape packages for the appropriate language environment through the smitty
install_all SMIT FastPath, the installp command, or the installation shell script provided
by Netscape for downloaded files. There is nothing to configure at this point.

Installing the Web Server

The Web server software is the mechanism that allows the search service to work.

The IBM code is based on the Apache Web Server code, but any Web server will work
that can handle CGI. In this book, we will use the IBM HTTP Server package, which is
really just Apache undercover. The IBM HTTP Server software is located on the AIX 5L
Expansion Pack CD-ROM but is installed by default during a fresh install of the base
operating system (BOS). Depending on the version of Web server code, you will install
one of three filesets. For any AIX operating system shipment prior to November 1999,
the HTTP Web Server code version is 1.3.3.2 or lower; the most recent versions are
1.3.6.0 for AIX 4.3.3 and 1.3.12.2 for AIX 5L, version 5.1. Install the following filesets

for your particular version:

Version 1.3.3.2 (pre-AlX 4.3.3)
http_server.base.core
http_server.base.source
http_server.modules.ssl

Version 1.3.6.0 (AIX 4.3.3)
http_server.admin
http_server.base.rte
http_server.base.source

Version 1.3.12.2 (AIX 5L Version 5.1)
http_server.base.rte
http_server.base.source
http_server.html.en_US
http_server.man.en_US
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DocSearch and man Pages on CD-ROM

You can run DocSearch and the man pages from a mounted CD-ROM, but this method
is not recommended. Response time can be unacceptable; and because disk space is so
cheap (in relative terms) this method is rarely used, since the desired documentation
might span several CD-ROM volumes. Apart from the problem of slow response, the
CD-ROM must always be mounted for the documentation service to work. The
requirement for a dedicated CD-ROM drive may be a good enough reason to load the
documentation onto a local hard disk.

If your system does not already have an imnadm user and an imnadm group, you
need to define a new imnadm user and group on the system for the documentation
search service. First, create a group called imnadm and then create a new user named
imnadm. The imnadm user should have the imnadm group as the primary group.
Ensure that the language environment variable is set to the correct value, en_US for
United States English.

echo S$SLANG
Use the following SMIT fastpath to change the language variable:
smitty chlang

To start this dedicated CD-ROM configuration, you first need to create a CD-ROM
filesystem to mount the CD-ROM on. A CD-ROM filesystem is accessed the same way
as a standard filesystem but is mounted as read-only. As always, you need to specify
three elements when creating a filesystem: the device name, the mount point, and
whether or not to auto-mount the filesystem on system restart. There are three methods
for creating this filesystem.

Command Line
# crfs -v cdrfs -p ro -d /dev/cd# -m /infocd -A yes

SMIT FastPath

# smitty crcdrfs

Web-Based System Management
# wsm

After you have created the CD-ROM filesystem, you need to mount the CDROM on
the system with mount /infocd (assuming that the mount point is /infocd). The next
step is to run the linking program located on the Base Documentation CD-ROM. First,
change directory to the CD-ROM mount point— /infocd, in our case, and then run the
linkbasecd command.

# mount /infocd
# cd /infocd
# ./linkbasecd
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The linkbasecd command will create symbolic links pointing the system to the
documentation on the CD-ROM. The basic operation of both DocSearch and the man
pages is the same in this case as when the documentation is loaded onto a local hard
disk. However, the response time may be very poor.

When you give up using CD-ROMs and want to install the documentation on the
server disks, you first need to remove all of the previously created symbolic links. IBM
thought of this and also created an unlink program. To break all of the links, run the
unlinkbasecd command and remove the CD-ROM filesystem.

mount /infocd

cd /infocd
./unlinkbasecd
umount /infocd
rmfs [-r] /infocd

H* FF H H H*

NOTE The -r switch on the rmfs command will remove the mount point, or directory.

DocSearch on Fixed Disk

The entire documentation search services library should be installed on a fixed disk local
to the documentation server for optimal performance. An NFS installation will work, but
the availability is then dependent upon the NFS server. The extra layer of complexity is
not recommended. You can also install the DocSearch core and leave the documentation
CD-ROM mounted as you did in the preceding section. This method can be extremely
slow, depending on the speed of the CD-ROM, and we all know that IBM has not been
known for having the latest and fastest CD-ROM drives, but the servers really smoke!
You could also NFS-mount the CD-ROM for even poorer performance. We will next
show how to install DocSearch on both AIX 4.3.3 and 5L, version 5.1.

Installing DocSearch on AIX 4.3.3

You start by defining a new user and group on the system for the documentation
search service, if the imnadm user and group do not already exist. First, create a group
called imnadm, and then create a new user named imnadm. The imnadm user should
have the imnadm group as the primary group. Ensure that the language environment
variable is set to the correct value, en_US for United States English.

# echo $LANG
Use the following SMIT FastPath to change the language variable:
# smitty chlang

Next, install the following filesets. In each case, the residing CD-ROM is listed
along with the specific filesets.
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AIX 4.3.3 CD-ROM #1

bos.docsearch.rte
bos.docsearch.client.Dt
bos.docsearch.client.com
bos.html.en_US.topnav.navigate
bos.msg.en_US.docsearch.client.Dt
bos.msg.en_US.docsearch.client.com

NOTE If your system is not running CDE, then you can omit the *.Dt filesets.

AIX 4.3.3 CD-ROM #2
IMNSearch.bld.all
IMNSearch.rte.all

AIX 4.3.3 Base Documentation CD-ROM
X1l.html.en_US.all
bos.html.en_US.all

AIX 4.3.3 Bonus Pack CD-ROM, Volume 1
Netscape.communicator.com
Netscape.communicator.plugins

Optional installs include the AIX 4.3.3 Extended Documentation CD. The Extended
Documentation CD-ROM for AIX 4.3.3 contains user and admin guides, AIX technical
references, and programming guides. If you need this extended documentation, then
you can install only the individual components that you need. The entire CD-ROM
contents are not required.

The base documentation CD-ROM may take quite a long time to install, especially
if you have an older Micro Channel machine with a slow 2X CD-ROM drive; in that case,
the install could take several hours to complete. When all of these filesets are installed,
you can move to the next step, configuring the Web server.

Before configuring the Web server, you first need to stop any httpd process:

# ps -ef | grep httpd
# kill <httpd Process ID>

Next, you need to stop the IMNSearch processes on the server:

# ps -ef | grep -i imn
# imnss -stop imnhelp

Also, if there is an entry in the /etc/inittab file for httpdlite, make sure that you
comment it out with a : (colon).
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NOTE The /etc/inittab file uses a colon (:) instead of a pound sign (#) for comments.

Now you are ready to configure the Web server using SMIT. First, type
# smitty web_configure
and then follow these steps:

Select Change Documentation And Search Server.

Press ENTER.

Press F4 to select Local.

Press ENTER.

Press F4 to select IBM HTTP Web Server In Default Location.
Press ENTER.

AL .

7. All of the fields should automatically populate, as in the following examples.

IBM HTTP Server Version 1.3.3.2

DEFAULT_BROWSER = netscape
DOCUMENTATION_SERVER_MACHINE_NAME = yogi
DOCUMENTATION_SERVER_PORT = 80

CGI_DIRECTORY = /usr/lpp/HTTPServer/share/cgi-bin
DOCUMENT_DIRECTORY = /usr/HTTPServer/share/htdocs

IBM HTTP Server Version 1.3.6.0 and Later
DEFAULT_BROWSER = netscape
DOCUMENTATION_SERVER_MACHINE_NAME = yogi
DOCUMENTATION_SERVER_PORT = 80
CGI_DIRECTORY = /usr/HTTPServer/cgi-bin
DOCUMENT_DIRECTORY = /usr/HTTPServer/htdocs

The installation is complete.

Installing DocSearch on AIX 5L
By default, the DocSearch Library Search Services are installed as part of BOS on AIX 5L.
This is new for IBM; before AIX 5L, we had to search around to find the required filesets
and it was very easy to forget one or two filesets. If you did a migration upgrade from a
previous AIX version or release, you could have a few problems getting the documenta-
tion search services working again. For each of these problems, I have found that spend-
ing one hour uninstalling and reinstalling everything was a time saver in the end.

If your system does not already have an imnadm user and group defined, you need
to define a new user and group on the system for the documentation search service. First,
create a group called imnadm, and then create a new user named imnadm. The imnadm
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user should have the imnadm group as the primary group. Ensure that the language
environment variable is set to the correct value, en_US for United States English.

# echo SLANG
Use the following SMIT fastpath to change the language variable:
# smitty chlang

If you are wondering what to install on AIX 5L, version 5.1, DocSearch is installed
using the following filesets found on the 5.1 media.

AIX 5.1 CD-ROM Volume 1
bos.docsearch.client.Dt
bos.docsearch.client.com
bos.docsearch.rte
bos.msg.en_US.docsearch.client.Dt
bos.msg.en_US.docsearch.client.com
IMNSearch.bld.DBCS
IMNSearch.bld.SBCS
IMNSearch.msg.en_US.rte.com
IMNSearch.rte.DBCS
IMNSearch.rte.SBCS
IMNSearch.rte.client
IMNSearch.rte.com
IMNSearch.rte.server
bos.man.en_US.cmds

NOTE If your system is not running CDE, you can omit all of the *.Dt filesets to save space.

AIX 5.1 Expansion Pack CD-ROM
http_server.base.rte
http_server.base.source
Netscape.communicator.com
Netscape.communicator.us

AIX 5.1 Base Documentation CD-ROM
bos.html.en_US.cmds.cmdsl
bos.html.en_US.cmds.cmds2
bos.html.en_US.cmds.cmds3
bos.html.en_US.cmds.cmds4
bos.html.en_US.cmds.cmds5
bos.html.en_US.cmds.cmds6
bos.html.en _US.files.files_ref
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bos.html.en_US.manage_gds.install
bos.html.en_US.manage_gds.manage_bos
bos.html.en_US.manage_gds.manage_commo
bos.html.en_US.manage_gds.printers
bos.html.en_US.prog_gds.prog_bos
bos.html.en_US.prog_gds.prog_commo
bos.html.en US.techref .base
bos.html.en_US.techref.commo
bos.html.en_US.topnav.navigate
bos.html.en_US.user_gds.user_bos
bos.html.en_US.user_gds.user_commo
dsmit.html.en_US.dsmitgd
perfagent.html.en_US.usergd

The previous list of filesets includes all of the available documents shipped with
AIX 5L, version 5.1. When all of these filesets are installed, you are ready to start the
configuration of the Web server.

Before configuring the Web server, you first need to stop any httpd process:

# ps -ef | grep httpd
# kill <httpd Process ID>

Next, you need to stop the IMNSearch processes on the server:

# ps -ef | grep -i imn
# imnss -stop imnhelp

Also, if there is an entry in the /etc/inittab file for httpdlite, make sure that you
comment it out with a colon (:).

NOTE The /etc/inittab file uses a colon (:) instead of a pound sign (#) for comments.

To configure the Web server, run the following command:

# smitty web_configure

Select Change Documentation and Search Server.

Press ENTER.

Press F4 to select Local.

Press ENTER.

Press F4 to select IBM HTTP Web Server In Default Location.
6. Press ENTER.

AR b

All of the fields should automatically populate, as in the following example.
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IBM HTTP Web Server Version 1.3.12.2
DEFAULT_BROWSER = netscape
DOCUMENTATION_SERVER_MACHINE_NAME = yogi
DOCUMENTATION_SERVER_PORT = 80
CGI_DIRECTORY = /usr/HTTPServer/cgi-bin
DOCUMENT_DIRECTORY = /usr/HTTPServer/htdocs

As a final step, the /etc/inittab file needs to have an entry to start the Web server on
system restart. To check the /etc/inittab file to ensure an entry for the Web server, enter
either of the following commands:

# lsitab ihshttpd

or
# grep ihshttpd /etc/inittab
If a Web server entry is not found, then insert the following line to restart the server
from the boot:
# mkitab ihshttpd:2:wait:/usr/HTTPServer/bin/httpd >/dev/console 2>&1 # HTTP Server
If you have migrated from 4.3.3 to 5.1.0, you will need to follow this procedure to

get DocSearch working because of the oslevel-specific nature of the product.
The installation is complete.

USING DOCSEARCH

DocSearch must be executed from a graphical environment such as X Window System
or CDE. Accessing the Documentation Library Service is as easy as pointing the Web
browser to the documentation directory on the server.

On the documentation server, you can enter docsearch in an X environment and
the browser will open with the collapsible tree listing each of the books registered
with the Documentation Library Service. For both local and remote users with a Web
browser, the URL for the documentation server should look like the following entry:

http://<Server-Hostname>/cgi-bin/ds_form

where <Server-Hostname> is the hostname, or IP address, of the documentation
Web server.

If you do not have a local Web browser or if you have a telnet session to the remote
documentation server, you will need to allow the remote system access to your X
environment and export the display back to your local machine:

# xhost <remote_machine>

or
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# xhost +
to allow all machines to have X access locally.

# export DISPLAY=<local_hostname_or_IP_address>:0.0
# docsearch &

The opening DocSearch windows are shown in Figure 2-1 for AIX 4.3.3 and

Figure 2-2 for AIX 5L.
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Figure 2-1.  AIX 4.3.3 DocsSearch main window
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Figure 2-2.  AIX 5L, version 5.1, DocSearch main window

Documentation Library

The Documentation Library consists of all of the registered document indexes on the
server. The library contents can be searched, or each separate book can be opened
and viewed online. All of the library’s components, except for the search engine, are
installed as part of the base operating system. The search engine and documentation
must be manually installed if the system is to be configured as a server. The clients
can access the documentation server library remotely with a Web browser.

Searching

When you issue the docsearch command or point your Web browser to the documen-
tation server, you are presented with a browser window that lists the collapsible tree
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and the Search For field at the top. There are also four tabs at the top that point to
Books, Commands, Tasks/Topics, and Other (Other will show the programming and
user guides).

To perform a search, you can enter the topic of interest in the Search For field and
press the ENTER key. At this point, another browser window opens with a hypertext list
of the articles matching the search criteria.

Simple Search

Your search can be a simple word or phrase match, or you can create a complex logical
search using the AND, OR, and NOT logical search operators. The simple search is
shown in Figures 2-3 and 2-4.

The simple search has three options for a phrase or pattern:

e PHRASE, all words in order
e ALL of these words, any order
*  One or MORE of these words, any order

Advanced Search

An advanced search is performed using the logical operators AND, OR, and NOT as
shown in Figures 2-5 and 2-6.

The logical AND operator specifies that all of the words are matched. The logical OR
operator specifies that any of the words are matched. The NOT logical operator specifies
that all of the words except the word that NOT negates are matched. All of these logical
operators can be mixed together for a very specific search. The advanced search also
enables you to specify the number of results to be displayed on a single page.

Documentation Library

J Books UCommands UTasks!Topics]f Other l
Search for: Type of Match Required: HELF ‘?

S2arch This Wiew Advanced Search

Collapse| | Expand Print Taol

Figure 2-3.  Simple search using a phrase

27



28

AIX 5L Administration

pe: Documentation Library - Seaich

File Edit Wiew Go Communicator Help
4 = 3 &4 a2 W &+ & ﬁﬂ
Back  Forward Reload Home Search  Metscape Print  Security

q!-' Bookmarks & Location: Ilmttp:,f’/saptstlfcg:i—bin.-’ds_rsltﬂavi /| @' What's Related

trirdrdr ey

v drdrdy

Dt drdrdy

Lot drdydy

Lrdrdrdy iy

TrirTrdr ey

treirdrdrey

trirdrdr ey

trirdr vy

Dt drdrdy

- 5 &
Documentation Library - Search Results
- Book 37 d ts found, displaying d ts 1 - 10

Viewr: Frinrindy = best malch, 1& = least match
Hetwork Installation Management Guide and Reference - NIM Hetworks

{Metwork Installation Management Guide and Reference)
Hetwork Installation Management Guide and Reference - NIM Machines

(Metwork Installation Management Guide and Reference)
Netwrork Inslallati ANAGENE
Dutput for HIM BOS Installations

(Metwork Installation Management Guide and Reference)

wrork Installatio ANANeme: lide and Beference - N

(Metwork Instaliation Managemen! Guide and Reference)
Hetwork Installation Management Guide and Reference - Booting a Machine
Over the Nelwork

(Metwork Instaliation Managemen! Guide and Reference)
Glossary - M

(Glossang
Glossary - D

(Glossany)
Hetwork Installation Management Guide and Reference - Defining the MIM
Environment Using the nimdef Command

{Metwork Installation Management Guide and Referance)
Glossary - N

(Glossany)

<o Mane Swide — Tuni
(Performance Management Guide) hd

o (OGN |

Figure 2-4.  Results of a simple search
Doc tation Library
J Books [f Commands ]J’Tasks.’Topiw]f Other 1
Search for: TIPS HELE @
Simple Search
[ C:lllapee. Expand i | Salect all | Desalaci .'-\III Print Tool
Figure 2-5.  Advanced search using logical operators




Chapter 2:  DocSearch and the Online Manual Pages: Getting Help from the System

% Metscape: Documentation Library - Search Results

File Edit Wiew Go Communicator Help

<« ¥ 3 H 2 @ =S &

Back  Forward  Reload Home Search Metscape Print  Security

7 " Bookmarks A Location: [attp: //saptetl/ogi-bin/ds_cslt?dav: ,!| §&" What's Relatad
A

Documentation Library — Search Results
143 documents found, displaying documents 1 - 10,
= hest match, 9 = least malch

Metwork Installation Management Guide and Reference - Adding a
frdydr vy vy Standalone HIM Client to the NIM Envirenment

(Metwork Installation Management Guide and Reference)

View: Books

Hetwork Installation Management Guide and Reference - Table of Contents
iy (Metwork Instaliation Management Guide and Reference)

Image o Install the Base Operaling System (BOS) ona N...
ERRia (Metwork Installation Management Guide and Reference)

Melwiork alla 2 [
dients on ATM Networks
Wiy (Metwork Installation Management Guide and Reference)

Installation Guide - Chapter 7. Installin stem Backups
il (Installation Guide)

Glossary - ¥

trirdrdrdy (Glossary)

Network Installation Management Guide and Reference - Creating Additional
frivdr iy Interface Attributes

(Network Installation Management Guide and Reference)

Hetwork Installation Management Guide and Reference - Defining the MiM
Envirohment Using the nimdet Command
ﬁ ﬁ ﬁ ey (Metwork Installation Management Guide and Reference)

Metwork Installation Management Guide and Reference - Booti a Machine

v i i iy Over the Nelwork

(Metwork Installation Management Guide and Reference) i
(= (O | ;

Figure 2-6.  Results of advanced search using logical operators

Registering Documents for Online Searching

Before documents on the documentation server can be searched or viewed, two things
must take place: each document and document index must be created or installed on the
DocSearch server, and each document and document index must be registered with the
library service. There are two ways you can register the documents with the server. Most
AIX applications have prebuilt indexes ready for the documentation server and will be
automatically installed with the application. Or you can make the documents known to
the server the hard way, manually creating the indexes for the documents on the server
and then manually registering the indexes. The indexing creates a compressed version of
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the document, or group of documents. This new indexed file, not the original HTML file,
is what DocSearch will search and display.

This section will give an overview of the steps involved to register a document and
create the indexes that the Documentation Library Service requires.

1. Create the document in HTML format.
2. Create an index of the document.

3. Register the new indexes with the documentation server.

After the indexes are registered, they will be displayed in the Web browser ready
for searching and viewing. You can find detailed step-by-step procedures for each of
these operations in the online Documentation Library Service chapter “AIX 5L Version 5.1
General Programming Concepts: Writing and Debugging Programs.” Application
developers writing documentation will find this chapter especially valuable for
creating auto-installed indexes when writing installp packages. You can also register
your company’s documentation with the online documentation library. This flexibility
makes DocSearch a valuable enterprise-wide documentation search engine.

Common DocSearch and man Page Problems

You may experience one or more errors while using DocSearch. This is a top five list of
the most common problems.

Problem1  One of the most common problems is domain name resolution. You might
have to edit the /etc/hosts file and add a period (.) right behind the short hostname.
For example,

10.10.10.2 booboo.

Problem2 After a 5.1 migration install, you enter man Is and find that there is no
error or data output. You are experiencing one of the quirks that DocSearch displays.
First make sure that the command’s filesets are installed. The following will produce a
directory listing of the filesets:

# lslpp -f bos.man.en_US.cmds

This should show you the files that were installed for the bos.man.en_US.cmds
fileset.

If you then cd to /usr/share/man/info/en_US and run a long recursive listing
(Is-R1* | more) of the directory contents and most of the files are empty, then you have
a problem. You have to install /reinstall the following filesets to correct the problem:

bos.html.en_US.topnav.navigate - Top Level Navigation
bos.html.en_US.nav - Online Navigation
bos.html.en_US.cmds.cmdsl - AIX Commands Reference 1
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bos.html.en_US.cmds.cmds2 - AIX Commands Reference 2
bos.html.en_US.cmds.cmds3 - AIX Commands Reference 3
bos.html.en_US.cmds.cmds4 - AIX Commands Reference 4
bos.html.en_US.cmds.cmds5 - AIX Commands Reference 5
bos.html.en_US.cmds.cmdsé - AIX Commands Reference 6

Problem3 You get the following error message: “Error: Can’t open display: XYZ.”
This means that you are trying to open a window defined by the DISPLAY variable
that is incorrect, that the variable is unset, or that you do not have permission to use
this display. Issue the following commands in sequence:

# xhost <remote_hostname_or_ IP_address>
# export DISPLAY=<local_hostname_or_IP_address>:0.0
# docsearch &

Problem4 There is no DocSearch icon on the CDE help subpanel. You have installed
DocSearch, and CDE has not discovered the new icon. You need to restart the workspace
manager to discover the new icon. Right-click an empty part of the screen. This will
bring up the Workspace menu. In the menu, left-click Restart Workspace Manager and
then click OK in the pop-up dialog box. Alternatively, you can log out and log back
into the system.

Problem5 DocSearch is starting and you receive a message that it cannot find the
documentation server. In AIX 5L version 5.1, you have to manually edit the ht tpd. conf
file to define the documentation server.

# vi /usr/HTTPServer/conf/httpd.conf

Search the file for the ServerName variable. Uncomment the line and enter the fully
qualified hostname of the documentation server:

ServerName yogi.mydomain.com

mAN PAGES

The man pages provide reference documentation about AIX commands, files, library
subroutines, and system calls. The man command does not perform the same kind
of pattern search that DocSearch provides, so you will need to know the exact
command or filename for which you are seeking information. The syntax for the
man command follows.

# man {command | file | subroutine | system call}
For example,

# man man
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will display the online documentation for the man command. The man command
searches and displays documents in the following order:

* Any nroff directories (man?) in the /usr/share/man directory structure.

e The formatted-version directories (cat?) in the /usr/share/man
directory structure.

e If the previous two searches fail, the hypertext (DocSearch) database is searched.
The hypertext documentation is located in the /usr/share/man/info
directory structure.

Installing man Pages on AIX 4.3.3 and 5L Version 5.1

If your system only needs the man pages, then DocSearch may be overkill for
you. To install the man pages on both 4.3.3 and 5L, all of the following filesets must
be installed:

bos.html.en_US.topnav.navigate - Top Level Navigation

bos.html.en_US.nav - Online Navigation

bos.html.en_US.cmds.cmdsl - AIX Commands Reference 1
bos.html.en_US.cmds.cmds2 - AIX Commands Reference 2
bos.html.en_US.cmds.cmds3 - AIX Commands Reference 3
bos.html.en_US.cmds.cmds4 - AIX Commands Reference 4
bos.html.en_US.cmds.cmds5 - AIX Commands Reference 5
bos.html.en_US.cmds.cmdsé - AIX Commands Reference 6

Using the man Pages

The man command has access to information stored in DocSearch. When invoked,
man will first search /usr/man/cat? directories, then /usr/man/man?, and, finally,
DocSearch data if it is installed. The commands man and catman map man page sections
1, 2, and 8 to DocSearch commands documents, sections 2 and 3 to DocSearch subroutines
documents, and sections 4, 5, and 7 to DocSearch files documents. You will need to
periodically execute catman -w to keep the database for the apropos and whatis
commands up to date.

# catman -w

From time to time, you may need to add your own custom man page information.
This could be a help file explaining billing policies, backup support, locally developed
software, and so on. It’s a good idea to keep local man pages separate from vendor-
supplied help. This keeps them from getting stepped on during installation, mainte-
nance, and upgrade activities. Commonly used location paths for local man pages
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are /usr/man/manl and /usr/local/man/man?. The SMANPATH environment
variable can be set in /etc/environment to include your local man page path. Users
may also use SMANPATH to support their own man directories.

Here are some local man page repositories:

® /usr/man/manl
e /usr/local/man/man?

e /usr/local/cat/cat?

When creating new man pages, you can use an existing man page as a template.
Try to stay within a common style so that your users know what to expect. Each man
page should include a name section identifying the topic or command, a synopsis
describing the command and argument options and format, a description section that
describes the topic, an options section that details parameter and value information,
and a section on known bugs. At the end of the man page, a “see also” section
indicating related information and an optional author section identifying the author
name and address can be considered.

The following is an example man page style:

mycommand (1)

NAME
mycommand - Does just what I want to do.

SYNOPSIS
mycommand [will|wont] work
mycommand is always used as a last resort. It can
be expected either to work or to fail. mycommand
contains no surprises at all.

OPTIONS
will Completes the work at hand.
wont Take a vacation.
BUGS
mycommand is always error free!
SEE ALSO
myprogram(l), myshell (1)
AUTHOR

Me. Who did you think it was?

You can include nroff tags in the man page to control display format. After the tags
are included, you can test them using nroff (see Table 2-1).

# nroff -man mycommand.l | more
Here is a sample man page with tags inserted:
.TH mycommand 1
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.SH NAME

mycommand \- Does just what I want to do.
.SH SYNOPSIS

mycommand [will|wont] work

.SH DESCRIPTION

.B mycommand

is always used as a last resort. It can
be expected either to work or to fail.
.B mycommand

contains no surprises at all.

.SH OPTIONS

.TP 3

will

Completes the work at hand.

TP 3

wont

Take a vacation.

.SH BUGS

.B mycommand

is always error free!

.SH SEE ALSO

myprogram(l), myshell(1l)

.SH AUTHOR

.B Me.

Who did you think it was?

Tag Purpose

.TH <name> <numw> Man page name and section number

.SH <section> Identifies a subsection

.B <text> Bold or highlighted text

| <test> Italicized text

.PP Blocks out a paragraph

.TP <num> Indents paragraph <num> spaces except first line

Table 2-1.  Sample nroff Tags
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Remember to run the catman -w command periodically to keep the apropos and
whatis data up to date. Run the man -k print command both before and after the
catman -w command to see the benefit. You might want to add it to the root cron table.

# catman -w

DocSearch

The following list is a reference to some DocSearch files and commands.
DocSearch Files/Commands Definition
/usr/bin/docsearch The docsearch command
/usr/lib/nls/msg/$LANG/docsearch.cat The docsearch message catalog
/usr/bin/defaultbrowser The defaultbrowser command
/usr/share/man/info Hypertext documentation
/usr/share/man/info/$SLANG The docsearch installed filesets
mount -v cdrfs -r /dev/cd0 /infocd Mount into CD-ROM

man pages

Here are the definitions of some man page files and commands.

man Page Files/Commands Definitions

/usr/man/cat? Formatted text; search first

/usr/man/man? nroff format; search second

catman -w Update whatis database for apropos command

CHECKLIST

The following is a checklist for the key points in Documentation Library Service and
Online man Pages.

O To start the Documentation Library Service (DocSearch) type docsearch on the
command line or in the Common Desktop Environment (CDE), click the help
icon, and then select Documentation Library from the icon list.

O Local or remote users can also access the Documentation Library Service with a
Web browser using the URL:

http://<Server-Hostname>/cgi-bin/ds_form
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where <Server-Hostname> is the documentation Web server's hostname or
IP address.

You can run DocSearch and the man pages from a mounted CD-ROM, but this
method is not recommended because response time can be unacceptable, and,
the CD-ROM must always be mounted for the documentation service to work.

The entire documentation search services library should be installed on a fixed
disk local to the documentation server for optimal performance.

To install DocSearch on AIX 4.3.3, you need to define an imnadm user and
group if they do not already exist and ensure that the language environment
variable is set to the correct value.

By default, the DocSearch Library Search Services are installed as part of BOS
on AIX 5L. However, if you did a migration upgrade from a previous AIX
version or release, you could have a few problems getting the documentation
search services working again and may want to uninstall and reinstall the
DocSearch system.

In the main DocSearch browser window, to perform a search, enter the topic of
interest in the Search For field and press the ENTER key. Your search can be a
simple word or phrase match, or you can create complex logical search using
the AND, OR, and NOT logical search operators.

You could have a problem with DocSearch domain name registration. If so,
edit the /etc/hosts file and add a period (.) right behind the short hostname.

To display reference documentation about AIX commands, files, library
subroutines, and system calls, use the man command.
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you can bet that these new chips pack new capabilities. There are four main

With IBM development teams around the world working to outrun all competitors,
advancements with the new processor technology:

¢ Copper technology
e Silicon on insulator
e Low k dielectric

e  Traces with 0.18 micron and smaller technology

All of these advancements are important, and I will cover each one in turn.

Copper Technology

Copper technology allows processors to run faster and cooler. The basic idea is to

use copper wires/traces instead of aluminum for such traces as those on a circuit
board. With copper wire/traces, the current flows with less resistance. With a higher
resistance, there is more heat, as current is restricted in its flow. With lower resistance,
the current flows with less restriction, and thus the part runs cooler. The result is the
ability to pack more components into a smaller space, which in turn reduces signal
latency, and the result is faster clock speeds, with some processors running at 1.3 GHz.
(Speeds will be faster by the time you read this!)

Silicon on Insulator

The phrase “Silicon on Insulator” sounds strange and goes against normal thinking.
How can you make a fragile silicon wafer work on top of an insulator? Well, IBM has
figured out a process for creating a chip on an insulator. The result is a very cool chip,
which means that you need fewer cooling fans and you can leave the refrigerator at
home. When things run cooler, you can place more, cooler, chips closer together. With
this mix, you achieve a higher density of transistors and higher clock speeds for the CPU.

Low K Dielectric

Low k dielectric refers to the capacitance between traces within the chip. If you do not
know what a capacitor is, they are the big round components inside your television. A
capacitor is made of two plates and a dielectric, which is an insulator. When current
flows in the plates, a charge builds up between the plates in the dielectric. When you
put two wires/traces close together and run current through the wires, then you have
the components to make a capacitor, with the air space between the wires being the
dielectric. The measure of how well a dielectric is able to maintain a charge is known
as the dielectric constant (k). Material with a higher dielectric constant stores a higher
charge. So we want an extremely low k dielectric in an integrated circuit.
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When you get down to 0.18 micron, and smaller, traces inside an integrated circuit
are placed as close together as possible so that you can get more stuff packed inside the
chip. When the traces get too close together, you have the possibility of capacitance
coupling, which is a type of “bleeding” between traces (plates) in the chip due to the
charge that has built up in the dielectric, which in this case is air, an insulator. The
effect is that a signal that is supposed to stay on one trace will bleed over to other traces
and signals get mixed together. This effect will just not work in an integrated circuit.
Accordingly, IBM came up with a method of protecting the traces from this bleeding
effect with low k dielectric chip technology. In effect, this new chip technology is
similar to placing a shield between the traces. You can think of this as like the braided
wire shielding in your cable TV wiring, where the center conductor is the trace and the
wire braid is the shielding. Again, the result is faster clock speeds. Of course, I am
greatly oversimplifying this concept.

Small (0.18 Micron and Smaller) Traces

We have been talking about how the circuits inside today’s chips are getting smaller
all of the time. With all of the technological advancements that IBM has achieved with
their business partners, it is no wonder that a single trace in a chip can be 0.18 microns
and smaller. A trace is so small that we are getting to just a few atoms in width. Silicon
cannot go much farther to reduce the trace width, but we are not quite at the lower
limit yet. You will be hearing more in the near future about biological circuits that are
combined by chemical or electrical manipulation. Now that’s small!

THE HISTORY OF THE POWER PROCESSOR

With processor speeds doubling and tripling faster than I can read all the associated
IBM announcement letters, it’s difficult to keep perspective for planning purposes.
The only way to make decisions requires a good understanding of the available system
architectures and development directions. This advice goes for new and old equipment.
Even if you have a big budget, don’t dismiss older processor models or the used
equipment market when planning for additional resources. In our shop, we use some
older systems as a “sandbox.” They can be used for noncritical support services and
easily replaced at low cost if they burn out. No maintenance contract required! Just
keep a few on the shelf for when you need them. With this in mind, let’s make an
overview of the POWER architecture and consider its history. I cringe at the thought
of committing details of state-of-the-art POWER systems to the page, which most
certainly will end up a fossil before the ink dries, even if I do make my copy deadline!

POWER1

The first Reduced Instruction Set Computer (RISC) was developed in 1975 at IBM’s T J.
Watson Research Center as a spin-off of telephone switching research. The processor
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architecture, called 801, implemented a reduced instruction set of 120 instructions
fused in hardware and executed one instruction per clock cycle. The IBM PC RT, first
commercially available in 1986, was based on the 801 work. To improve performance,
the 801 project team began working on methods to process multiple instructions per
clock cycle, reducing execution wait time during branch and memory operations. This
work resulted in a second-generation, three-processor architecture dubbed AMERICA.
The AMERICA effort was moved to the IBM Austin development lab in 1986. Austin
evolved AMERICA into what was known as RIOS and finally into the architecture we
know today as Performance Optimized with Enhanced RISC (POWER).

Like AMERICA, the POWER architecture married three independent functional
units into a superscalar configuration with the ability to execute multiple instructions
per clock cycle, leading IBM to give a new meaning to the acronym RISC, Reduced
Instruction Set Cycles. The POWER instruction set had put on a little weight, increasing
to 184 instructions; the change was probably in order. The POWER triprocessor complex,
consisting of separate branch, integer, and floating-point units, is fed via a four-word-
wide I/O path from separate instruction and data caches. The caches can dispatch up
to four instructions per clock cycle at 20 to 30 MHz. IBM began delivering the POWER
RISC System /6000 product line in February 1990. You may still be running one of the
early 200, 300, or 500-series systems. I still have and use an old model 230 at work.

POWER2

The next phase in POWER architecture development incorporated additional integer
and floating-point units into a custom eight-chip design that was christened POWER?2.
The POWER?2 architecture is based on the existing POWER instruction set for upward
comparability. It also incorporates a set of new instructions that capitalize on the wider
data paths, and the additional processors and registers available in the new design.
Using compound instructions like FMA (floating-point multiply and add), the complex
is capable of executing eight instructions per clock cycle at rates from 50 to 80 MHz, but
this is still slow compared to today’s CPUs.

The eight-chip POWER2 complex is housed in a multichip module (MCM) set that
includes an instruction cache unit (ICU), a fixed-point unit (FXU), a floating-point unit
(FPU), four data cache units (DCUs), and a storage control unit (SCU). The ICU processes
instructions stored in the instruction cache and dispatches non-ICU instructions to the
FXU and the FPU. The FXU and the FPU each house two execution units that are
responsible for doing all the numeric data crunching.

The DCU manages the four-way, set-associative, dual-ported data cache to
keep information moving in and out of the processor complex. The SCU arbitrates
communications between the processors, memory, and SIO bus. This includes
programmed I/O and DMA processing. Greater numbers of faster processors and
wider paths mean you can consume data at a higher rate, so data cache sizes were
increased to 128K or 256K, depending on the configuration. The instruction cache is
32K. With a larger cache, it made sense to add a Level 2 (L2) cache to improve I/O
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performance between processor cache and memory. The L2 cache, which stores
snapshots of recently used memory, ranges in size from 256K on smaller systems to
2MB on big RISC System/6000s. IBM announced its POWER2 systems in September
1993. The first machines included the Model 58H running at 55 MHz, the 590 at 66
MHz, and a 990 hitting 71.7 MHz. Three years later, in October 1996, the RS/6000
Model 595 appeared. This machine was the first machine to incorporate the single-chip
version of the POWER?, called the P2SC (POWER2 Super Chip) processor, which runs
at 135 MHz. The fastest POWER?2, running at 160 MHz, can be found in some older
RS/6000 SP Thin nodes and the 397 workstation.

PowerPC

In 1991, with the POWER2 work well underway, IBM began a joint development
venture to consolidate the POWER architecture into a high-performance, low-cost,
single-chip design that could be produced in high volume. The chip was to remain
binary-compatible with other POWER architectures, support 64-bit extensions, and
be multiprocessor-enabled. Target applications would include everything from PDAs
and printers to personal computers and multiprocessor supercomputers. The
PowerOpen development alliance of IBM, Motorola, and Apple Computer was
announced in September 1993, heralding the third generation of the POWER
architecture, the PowerPC.

The most notable feature of the PowerPC architecture is the extension to 64-bit
addressing with dynamic switching to 32-bit mode for backward compatibility. Existing
POWER binaries executed on the PowerPC but ran more slowly until recompiled under
the new instruction set. Complex POWER instructions were eliminated to simplify and
streamline the instruction set. Additional systems for single precision, cache management,
locking operations, and support for symmetrical multiprocessing (SMP) were added to
better utilize features in the new chip architecture.

The PowerPC architecture is represented by a number of microprocessor
configurations through its evolution. At the low end, the PowerPC model 601 is based
on a three-processor configuration similar to the original POWER implementation. The
601 processor is a bridge architecture that supports all but two of the nonprivileged
POWER instructions.

Additional fixed-point units, larger data and instruction caches, and an embedded
secondary cache controller allow these processors to peak at five instructions per clock
cycle. Although architecture and instruction sets vary a bit across the PowerPC processor
line, a common hardware reference platform (CHRP) is defined to facilitate cross-
platform software development.

The PowerPC has continued to mature over the years. The more recent processors,
such as the 603, 604, and 604e, are the fastest PowerPC processors out. The very common
43P desktop machine uses the 604e processor with speeds of 332 MHz and 375 MHz.
The fastest PowerPC driven model is the four-way F50 running at 375 MHz.
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RS64 Evolution

Pushing forward, IBM brought the POWER architecture into the 64-bit world by
introducing the RS64. This processor has a 64KB L1 data cache, a 64KB L1 instruction
cache, and a 4MB L2 cache. Mathematical applications benefit most from the new RS64
internals, which include one floating-point unit, a load-store unit, and two integer
units. The processor runs at only 125 MHz, but the performance is good.

The SMP capacity was extended when the RS64 was released. Machines were built
to support 4-way, 8-way, and 12-way SMP configurations. With these machines came
more memory and disk support, badly needed as databases started getting really big,
driven by business needs.

The improvements continued through 1997 up to the September 1998 release of the
RS64II. Redesigned with a four-way 8MB L2 cache, the RS641I has a clock speed of 262
MHz. The L1 instruction and data caches remained at 64KB. This processor was further
redesigned with the new copper technology, boosting its clock speed to 450 MHz when
it was released in fall 1999. The L1 instruction and data caches were each doubled in size
to 128KB. With the appearance of the RS64I1], systems supported up to 24 processors.

IBM is still not finished with this processor design. With the introduction of Silicon
on Insulator (SOI) into the mix, another redesign of the RS64 architecture boosted the
clock speed to 600 MHz in fall 2000. This was the advent of the RS64IV processor. The
latest additions include a 16MB L2 cache and clock speeds to 750 MHz.

POWER4

In our industry, we hear about the “Next-Gen” of everything. This is the hype of the
moment. For IBM, the POWER4 complex makes up the building blocks of the “Next-Gen”
for IBM. The growth in processing power is extremely aggressive, and IBM is going to
pull it off. In a store near you very soon, you will be able to buy an AIX machine to sit
on top of your desk that can run eight different versions of AIX and Linux at the same
time on different partitions within the same desktop machine. This is Next-Gen
computing from IBM, and the POWER4 complex is going to have a great deal to do
with its success.

The POWER4 complex consists of multiple POWER4 microprocessors, together with
an internal storage subsystem that interconnects each microprocessor for a complete
SMP subsystem. The current release contains two 64-bit POWER4 microprocessors
along with an integrated microprocessor interface control unit, 1.4MB of L2 cache, an
L3 cache using the Merged Logic DRAM (MLD) chip, and a memory controller chip.
The MLD has 32MB of L3 cache.

The POWER4 complex comes with two-, four-, and eight-way SMP modules. In the
big boys, the p681 and p690, for instance, four POWER4 processors are merged into
multichip modules (MCMs). To fill up a 32-way p690, four MCMs are needed.

Inside, each POWER4 chip has multiple microprocessors. The current POWER4 has
two microprocessors, but IBM has very ambitious plans for the next several years. The
plan is to next release a version with four microprocessors, followed by one with eight.
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The goal is to have a teraflop of processing power in one 32-processor package in five
years. Now that is ambitious!

Also inside the chip is a second-level cache connected to both processors through
the core-interface unit (CIU). The L2 cache has three L2 cache controllers, one for each
of the three L2 cache segments. A 32-bit-wide bus connects the L2 cache segments to
each microprocessor in the complex. Keeping everything very tightly coupled reduces
the memory latency. Amazingly, a fabric controller is implemented to control the bus
network. The fabric controller provides point-to-point routes within the processor complex.

There are two L1 cache sets. One is a 64KB direct-mapped instruction cache, and
the other is the L1 data cache, now 32KB. Each of the L2 cache segments is 480KB in
size, making a total of 1.44MB of L2 cache.

Watch for the POWER4 to blow your doors down. Over the next few years, the
machines incorporating the POWER4 will go from the high-end p690s down to the
mid-range systems and finally to the desktop machines. It is going to be nice to be able
to partition your machine (using LPAR) into multiple AIX and Linux machines on the
fly. It will bring a whole new meaning to the word sandbox.

This gives you a high-level overview of the POWER series of microprocessors. The
POWER series is going to change so quickly that you need to keep an eye on the IBM
Redbooks Online Web site at this URL:

http://www.redbooks.ibm.com

The Scalable Parallel (SP) product line represents the other side of IBM’s architectures.
A single SP complex is made up of 2 to 512 individual nodes linked via a network
fabric called the SP switch. Each system is a separate RS/6000 or pSeries that has its
own memory, I/O adapters, and copy of the AIX operating system. Discounting
network-shared disks, each SP node shares nothing with its associated nodes. A single
SP frame can consist of 2-16 nodes, and there may be a mixture of thin, wide, or high
node types, as well as some external pSeries machines. Thin nodes take up % of a bay,
so you can place two thin nodes next to each other. Wide nodes take up one full system
bay. High nodes take up two full system bays. The processors in the thin, wide, and
high nodes vary from the old microchannel architecture to the latest pSeries systems.
Communication between nodes is facilitated by the network fabric of the high
performance switch (HPS).

The latest selection of SP nodes are two- or four-way SMP machines using the latest
64-bit copper technology running at 375 MHz and faster. These machines support up to
8GB of memory and have four internal 72GB drives and ten available PCI adapter slots.

The HPS implements an indirect cut-through switch architecture that reduces packet
buffering requirements and limits communication deadlock problems. Message packets
from each node contain routing information in the packet header and can be moved
across multiple paths when traversing the switch to destination nodes. The HPS is
made up of one switchboard per rack, connecting an eight-element adapter board in
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each node and providing a 16-way connection. One node in each frame may be configured
as a switch-only node for interconnection with other SP frames. I/O rates across the
switch will vary with the protocol used. The speed of the SP switch is increasing to
over 1 GHz.

CODE NAME REGATTA: THE P690

Currently the bad boy on the block is the p690, aka Regatta, which is an 8- to 32-way
SMP server that is totally new to UNIX in many ways. The p690 has twice the processing
power of its predecessor, the p680. Inside the Regatta is the latest set of the highest-end
technology enhancements on the market. The building blocks of the modular design
include the Central Electronics Complex (CEC) for the processors and memory, I/O
drawers, and a power system including built-in batiery backup power.

The CEC can currently handle up to 16 POWER4 chips, each having two
microprocessors sharing L2 cache. These SMP POWER4 subsystems are packaged
together into a multichip module (MCM), with each MCM having four POWER4 chips.
Each POWER4 chip can have 2 or 4 processors, and soon each chip will carry 8, 16,
or 32 microprocessors for a teraflop of processing power in about five years.

Single points of failure have been eliminated at the power level with redundant
power supplies and battery backup to keep the system up so that an orderly emergency
shutdown can occur.

The Low End Regatta (LER) system are also hitting the streets. These LER machines
are the latest IBM offering to date. Each is a 1-4 way symmetrical multiprocessing (SMP)
UNIX server in either deskside or high-density (4U x 24” depth) rack-mount form factor.
The architecture of these 2 new models is based on a 1 GHz 64-bit POWER4 processor
with 32MB Level 3 Cache. The minimum configuration includes a single 1 GHz Power4
processor (expandable to 4-way), 512MB ECC DDR (Double Data Rate) memory,
(expandable to 16 GB), and one 18.2GB 10K RPM internal disk drive.

LPAR

Going back over what worked, IBM took some pieces from the mainframe world, or
as they like to call them, zSeries machines. Now you can have true logical partitioning
(LPAR) in a p690 machine. The LPAR lets you slice and dice your machine into up to
16 logical partitions. Each separate partition has its own set of resources. For example,
you can assign processors, memory, and specific I/O ports to belong to a specific LPAR,
whereas competing systems do not let you partition even at the component level. You
can even create an LPAR that has a single microprocessor, and remember, these
microprocessors are packaged in two-, four-, and eight-way POWER4 chips.

To build an LPAR, you select the resources to include. You can select specific
processors, PCI slots and the exact amount of memory. There are no requirements that
the resources be physically attached to the same hardware, in the same system, but
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many times they are. The CPUs, memory, and PCI slots can be assigned to any LPAR,
no matter where they are connected.

The LPAR is a new approach in the UNIX world to the dev/test/production
dilemma. Of course, IBM has been working on logical partitioning since the 1970s in
the S/370 mainframes (now called the zSeries). Now you need to buy only a few p690s
and slice and dice up sandboxes for developers, along with a pair of test machines for
some quick testing, while you run 20 application servers at the same time. As the
POWER4 makes its way into midrange and desktop machines, you will see LPAR
move with it.

Project eLiza

Project eLiza is an ongoing effort by IBM to produce machines that are self-managing,
self-diagnosing, and self-healing. The p690 has many aspects of project eLiza built in.
As an example, the Regatta has dynamic CPU deallocation, which will take a failing
microprocessor offline without bringing the entire system down. In the memory arena,
the p690 will take a failed memory DIMM offline without affecting the integrity of the
memory contents. IBM can do this because the memory is in a RAID-5 type configuration,
where the memory contents are spread across all of the memory DIMMS with parity.
These are just two examples of where IBM is going with Project eLiza.

Because of increasingly complex e-business environments, including larger and
larger systems with massive user loads, IBM launched project eLiza. Project eLiza has
four goals it aims to achieve:

* Self-configuring Adding plug and play ability, capacity upgrades
on-demand, wireless system management and setup wizards for easy
customizations.

* Self-optimizing Allowing the system to dynamically allocate resources,
create LPARs on the fly and a self-managing performance monitoring system
allowing the machine to dynamically optimize itself.

e Self-healing Allows the system to detect and correct problems by using
Chipkill memory technology, call-home functionality, advanced clustering,
multipath I/O and ECC cache memory to maximize the system’s availability.

* Self-protecting Uses security technologies such as SSL, LDAP, Kerberos, digital
certificates, encryption, and others to maximize the data and system integrity.

These advancements are not just a “vision of the future”, but a real company-wide
initiative that is already producing results.

System Management of the p690

The pSeries 690 is managed on the IBM Hardware Maintenance Console for pSeries, or
HMC. The HMC, first introduced with the p690 to manage the system and configure
LPARs, has a GUI interface system running Linux on an 32-bit Intel platform. I tend to
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think of the HMC as a Control Workstation for the SP and the Windows NT and Linux
console for the Enterprise Storage Server (ESS).
From the HMC, you can manage the following tasks:

e System management security Allows remote control on a secure network
connection

* Partition management A mechanism to create, manage, activate, and
delete LPARs

* System configuration Allows midlevel-type configurations and
troubleshooting

e Users Manages the user environments

e Software maintenance Allows installation and maintenance of software
and removable media

* Inventory scout Keeps an inventory of microcode levels throughout the system
* Service agent Provides automatic problem notification and call-home capability
* Service focal point Provides service access to the system

* Problem determination For viewing problem logs and diagnostics

We could write an entire book on the pSeries 690. But I do not need to, because
there is an excellent Redbook called IBM e@Server pSeries 690 System Handbook that you
can download in either HTML or PDF format for printing. The book, whose ID number
is SG24-7040-00, can be found at the following URL:

http://www.redbooks.ibm.com

PSERIES MACHINES

The pSeries machines are the replacements for the RS/6000. Just like the RS/6000 line
of machines, the pSeries machines are broken up into three classes of systems. Starting
at the low end are the entry-level deskside and rack mount models. The midrange
systems add a huge performance boost to application servers. At the high end of the
server farm are the p680 and p690 machines that we covered in the preceding section.
Then there are the Cluster 1600 machines. These machines allow interconnectivity
through a high-speed SP switch and run PSSP as a communications protocol. A list of
the pSeries is shown in Table 3-1.

It is getting very hard to find any more new RS/6000 models, as they are being
discontinued. With the pSeries machines, you have a wide range of processor and
memory options to choose from. Table 3-2 shows the current list of processors available
at the IBM Web site as of this writing. Newer and faster CPUs will come rolling out, so
be on the lookout for upgrades.
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pSeries 610 620 630 640 660 670 680 690
Model 6C1 6F0 6C4 B80 6HO 670 S85 690
Model 6E1 6F1 6E4 6H1 671
Model 6M1

Table 3-1.  IBM pSeries Models

NOTE The 6C4 and 6E4 machines are the first Low End Regatta (LER) machines, introduced in

the third quarter of 2002.

COMPATIBILITY

With all the chip, system, and instruction architectures available in the POWER product
line, one might be worrying about application compatibility in a mixed environment.
The good news is that older binaries will likely run on newer architectures. Exceptions
may include things like device drivers that have changed between releases of the AIX
operating system. This should be less of a problem if all your boxes are running the

same release.

I know it’s difficult to remember all the details of one vendor architecture alone,
so adopt a sliding window view of the computing world. Keep a bit of the old, current,

Processor Type Clock Rate
32-bit 604e 250 MHz
32-bit 604e 375 MHz
64-bit POWERS Il 333 MHz
64-bit POWERS Il 375 MHz
64-bit POWER3 || 400 MHz
64-bit POWER3 Il 450 MHz
64-bit RS64 111 450 MHz
64-bit RS64 |1 500 MHz
64-bit RS64 IV 600 MHz
64-bit RS64 IV 668 MHz
64-bit RS64 IV 750 MHz
64-bit RS64 IV 1.1 GHz
64-bit RS64 IV 1.3 GHz
Table 3-2.  Available POWER Processors
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and future computing technologies in the back of your head. This will keep you from

repeating yesterday’s purchasing and implementation mistakes or at least let you put a
new twist on them. Hey, you have a big budget, so you can afford to fudge a little. Buy
lots of real fast machines and no one will know the difference. At least IBM will love you.

CHECKLIST

The following is a checklist for the key points in POWER processors and systems:

O

OooOooOooaod

Identify the main advancements with the new processor technology:
Define the POWER?2 architecture.

Identify the p690, aka Regatta.

Use the pSeries machines as replacements for the RS/6000.

Develop application compatibility in a mixed environment.

Manage the pSeries 690 on the IBM Hardware Maintenance Console for pSeries
or the HMC.
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unit of work under AIX V3? Each process neatly lined up by priority in serial

run queues awaiting a turn on the CPU. There were parent processes, children,
grandchildren, with each process generation spawning the next. All members of one
big happy init family. As in most families, it was often difficult to get family members
to talk to each other or share their belongings. When you did get them to communicate
or share, everyone tried to talk or grab a resource at the same time. You had to get heavy-
handed and resort to locks and semaphores to keep everyone in line. Process life could
be difficult, but it was simple and understandable.

Then in AIX V4 came multiprocessing. AIX developers decided to speed up the pace
of life in process city. Rather than make all processes wait on just one CPU, they added
the capability to dispatch across multiple CPUs. More CPUs mean that the work gets
done faster. They also decided to break up the process structure into components called
threads. Each thread is a dispatchable unit of work. Multiple threads can be executing
simultaneously on multiple CPUs. These new features improved system throughput,
but they didn’t come without additional complexity and some overhead.

With AIX 5L comes a scalable 64-bit kernel that can support very large application
workloads that are executing on 64-bit hardware. The scalability of the 64-bit kernel is
primarily due to the larger kernel address space. The kernel supports both 64-bit and
32-bit applications.

Remember the good old days when the “process” was the indivisible dispatchable

KERNEL ARCHITECTURE

The AIX kernel fundamentally started as a System V.2 kernel. However, the System V
architecture represents only AIX’s roots, not its whole. The AIX kernel design includes a
number of features and extensions that set it apart from other SYSV-based kernels. AIX
V3 introduced most of these features when the POWER architecture hit the marketplace
in 1990. Now we have progressed over the years through POWER 2 and POWER 3 to the
current POWER 4 processor. With the introduction of the POWER 4 chip, IBM is planning
for a huge increase in processing power as the newer versions of the POWER 4 chip are
released. This first rendition has dual processors in same package, with each processor
having its own L1, L2, and RAM caches. The next release will have four processors, and
the one to follow will have eight processors per package. The goal is to have a Teraflop of
processing power in a single four-inch-square package of 32 processors.

The progression of the AIX kernel was in keeping with the progression of the
hardware. We started AIX with a 32-bit kernel. Then the address space of a particular
process was limited to 2 bytes (4GB). With the advent of the 64-bit kernel came huge
amounts of address space in the multiterabyte range. A 64-bit application can, in theory,
address 2° bytes of data; however, AIX is currently limited to a more realistic space of 2 0
bytes. The largest impact of this extended address space is with mathematical applications.
Now long integers are 64 bits, but integers are still 32 bits. With the 64-bit long integers, the
application can make twice as many calculations in the same time frame.
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However, that you have a 64-bit kernel and a 64-bit machine does not directly
imply an improvement in performance of an application. The application too must
support 64-bit architecture and may have to be recompiled on a 64-bit machine to take
advantage of the environment. Among the advantages of the 64-bit architecture are
that 64-bit data types are included, larger files can be mapped into memory, more files
can be mapped into memory, and processes have access to very large address spaces.
Support for 64-bit computing started with AIX version 4.3.

Along with large memory capacity, the AIX kernel can scale to supporting large
numbers of running processes and open files. This feat is achieved by eliminating
hard-coded table size limits such as MAXPROC that are common in other UNIX kernels.
The addition of the Object Data Manager (ODM) eliminated a number of large device and
configuration tables, improving operating system access to configuration information and
enabling dynamic system configuration updates. The AIX kernel is dynamically extensible,
meaning that new device drivers and other system extensions can be added or changed on
a running system without requiring a kernel rebuild or system reboot. Additionally, a new
device can be plugged into a running system and made immediately available for use by
updating ODM information with the cfgmgr command.

# cfgmgr <— Update ODM information

Threads Versus Processes

With the introduction of AIX version 4 came the multithreaded process. Any system
activity requires a process to run to execute the activity. These activities include programs,
databases, shell scripts, and other system processes. Each process on a running system
consists of one or more threads. Threads provide the means of overlapping, multiplexing,
and parallelizing operations within a process. The process structure is separated into
dispatchable components and global resources. Threads are peer entities and share global
resources such as address space.

The properties of a process and the properties of a thread differ in makeup. To see
this more clearly, refer to Table 4-1.

As you can see in Table 4-1, the thread has control of getting through the run
queue, and the process is responsible for containing everything about the job that is
executing. Multiple threads allow the system to service requests from multiple user
processes at the same time. The nice thing about threads is that they can service
multiple requests without the added overhead of creating multiple processes through
fork and exec system calls. With processes containing the information and the thread
controlling the flow, each process becomes global and each thread can have its own
priority, which is a nice concept if you think about it. The overall effect is a layered
environment of multiple threads, which can increase performance up to nine times
over a single-threaded environment.

Signals

Signals are defined at the process level but are handled at the thread level. Each thread
has a local signal mask. Synchronous signals are delivered to any thread that causes an
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Process Properties Thread Properties
pid tid

ppid Stack

uid Scheduling policy
gid Scheduling priority
cwd Pending signals
Process environment Blocked signals
Process statistics Thread-specific data

Signal actions
File descriptors

Table 4-1.  Process and Thread Properties

exception. Asynchronous signals such as kill() are delivered to only one thread in a
process. The signal will be delivered to a thread that has initiated a sigwait() for the
particular signal number or to a thread that does not have it blocked. Disabling signals at
the process level to protect a critical code section in a thread may not work as expected in
that the signal may be delivered to a thread executing on another processor.

The AIX lock instrumentation is provided to maintain cache coherency between
threads running on multiple processors. The lock state of the system can be queried
using the lockstat command if this facility has been enabled by bosboot options. Since
the AIX kernel is aware of its UP versus MP run mode status, MP-specific lock requests
are ignored in a UP environment to shorten code paths. Application developers may
then write software exclusively for MP environments that is nonetheless supported
under UP configurations.

# bosboot -a -I, 4+———Create a bootimage with MP lock support
# lockstat -a <«———Display system lock usage statistics

Scheduling and Dispatching

It’s probably obvious by now that changes to the AIX scheduler were required to
support threads. As the dispatchable units of work, threads are assigned a priority from
0 to 127. Each level is represented by a run queue. The scheduler periodically scans the
run queues and recalculates priority in accordance with processor use history for those
tasks not running at a fixed priority. Note that some functions such as nice that affect
queue priority still operate on the process as a whole rather than per individual thread.
The AIX dispatcher had to be changed to facilitate the way in which threads are
allocated to available processors. When a thread is bound to a processor, in what is termed
processor affinity, the highest priority thread may not be the next one available to be
dispatched. The system experiences fewer cache misses if a thread can be dispatched to the
same processor on which it last ran. Conversely, overall processor utilization is improved if
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threads can be scheduled on any available processor. The AIX dispatcher implements what
has been termed opportunistic affinity. An attempt will be made to run a thread on the same
processor on which it last ran if that processor is available. The bindprocessor() routine is
available for those instances when a programmer would like to enforce processor affinity
for a code section.

# bindprocessor <proc-id> <processor> <«———Bind process to processor

The bootinfo command can be used in early AIX V4 systems to determine whether
the platform is MP capable. Note that bootinfo is included but not supported starting
with AIX version 4.2.

# bootinfo -z <«———— Display MP capability for the current platform

Along with general thread support, three scheduling options are available,
SCHED_RR, SCHED_FIFO, and SCHED_OTHER. The SCHED_RR enforces strict
round-robin scheduling. SCHED_FIFO uses a fixed-priority, first-in, first-out ordering.
SCHED_FIFO does not support preemption and is not timesliced. A thread must either
block or yield the processor when running under the SCHED_FIFO scheduler. The third
option, SCHED_OTHER, represents the standard AIX scheduling algorithm, where task
priority degrades with CPU usage.

Run Queues

Each CPU on the system has its own set of run queues in AIX 4.3.3 and higher. For

AIX 5L, an additional set of global run queues has been added. With AIX version 4, the
system has 128 run queues, specified as 0-127. On a SMP machine, each processor has
its own set of run queues. Having a run queue on each processor makes it easier for the
scheduler to find which thread to allow to run next. The scheduler scans the bit mask to
determine which bit is set for a ready-to-run state on a single run queue as opposed
to a huge global run queue.

With AIX 5L, the run queues were increased from 127 run queues per processor to
255 run queues per processor. Additionally, AIX 5L has added a global run queue that
can point fixed-priority threads to any processor on the system. To have all fixed-priority
processes use the global run queue, you must use the schedtune command to set the
GLOBAL attribute to 1 (one).

CPU Timeslice for a Thread to Run

Since AIX 5L uses the SCHED_OTHER scheduling policy, the discussion will follow
this path. Under this scheduling policy, a running thread can use the CPU for a full
timeslice. By default, one timeslice is 10 ms. Not all threads get the opportunity for a
full timeslice because an interrupt can cause the thread to be placed on the tail of the
run queue. An interrupt can be caused by a clock interrupt, or it can arise from some
other source such as disk I/O or network adapter traffic. The reason behind the thread
interrupt is that interrupts always have priority over a running thread.
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How a thread gets on the run queue is a complex algorithm that places a penalty on
threads that have recently been running. The formula is recalculated every clock tick
for the currently running thread:

Priority Value = Base Priority + Nice Value + CPU Penalty Based on Recent CPU Usage
Where:

Base Priority = 40 (PUSER)

Nice Value = 20 (Default)

CPU Penalty = CPU Usage * R (Where R is 0.5 by default)

The CPU usage for all processes is calculated once every second. The CPU penalty
is calculated on every clock tick, 10 ms by default. When a thread just comes out of the
CPU, it is penalized. Through all of these calculations, some work actually does get
done. The threads that were penalized work their way back up to the front of the run
queue and get more CPU time. The overall throughput is much higher with the
SCHED_OTHER scheduling policy than with SCHED_RR or SCHED_FIFO.

MORE ABOUT THE KERNEL

In this chapter, we cover the basics of the AIX 5L kernel. At the last AIX 5L and
Numa-Q conference in Atlanta, I went to an AIX 5L Kernel Internals presentation. The
intensity of the discussion was at a very detailed level, and the handout was about 60
pages of eight-point type. There is a lot more to the kernel than was presented in this
chapter. Please refer to the IBM Redbook Web site for details on specifics of the kernel.
Here you can find some good Redpieces and white papers that go into great detail on
various internal components of the AIX 5L kernel.

http://www.redbooks.ibm.com

CHECKLIST

The following is a checklist for the key points in the kernel:

O AIXS5L provides a scalable 64-bit kernel that can support very large application
workloads executing on 64-bit hardware.

O The scalability of the 64-bit kernel is primarily due to the larger kernel
address space.
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The AIX kernel is dynamically extensible, meaning that new device drivers and
other system extensions can be added or changed on a running system without
requiring a kernel rebuild or system reboot.

A new device can be plugged into a running system and made immediately
available for use by updating ODM information with the cfgmgr command.

Any system activity requires a process to run to execute the activity. Each
process on a running system consists of one or more threads. Threads provide
the means of overlapping, multiplexing, and parallelizing operations within

a process.

Multiple threads allow the system to service requests from multiple user
processes at the same time.

The AIX lock instrumentation is provided to maintain cache coherency
between threads running on multiple processors. The lock state of the system
can be queried using the lockstat command if this facility has been enabled by
bosboot options.

Each CPU on the system has its own set of run queues in AIX 4.3.3 and higher.
With AIX version 4, the system has 128 run queues per processor, specified as
0-127. AIX 5L has 255 run queues per processor.

For AIX 5L, adds a set of global run queues that can point fixed-priority
threads to any processor on the system.
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traditional UNIX management tools are products of necessity, built by frustrated

system programmers and administrators. Historically, UNIX development
efforts have focused on designing the building blocks that support this roll-your-own
methodology—Perl and Tcl/ Tk are cases in point.

In production enterprises, UNIX must conform to the management policies and
practices that are the hallmarks of big-iron operating systems. Ad hoc tool development
is not acceptable in many of these environments. A new breed of UNIX management
tools are required that provide centralized control over distributed heterogeneous
resources. These tools must interoperate with existing legacy tool sets. The Open Software
Foundation (OSF) worked hard to define its Distributed Management Environment
(DME) specification; unfortunately, DME did not achieve the wide acceptance of other
OSF technologies, such as DCE.

Rather than wait for consensus on an overall platform-independent system
administration strategy, many vendors began testing the waters with their own UNIX
management tools. Most of these tools integrate graphical interfaces with traditional
UNIX commands to streamline system installation, configuration, and management
tasks. In this chapter, we will discuss three of these tools: the AIX System Management
Interface Tool (SMIT), AIX Distributed SMIT (DSMIT), and the AIX Web-Based System
Manager (WebSM).

UNIX has a bad reputation when it comes to system management. Most of the

SMIT

The base system administration management tool for AIX is called the System
Management Interface Tool or SMIT. SMIT is an interactive interface that provides a
complete administrator’s toolbox that may be used to perform system management
activities such as installing software, configuring devices, administering user accounts,
performing system backups, scheduling jobs, and diagnosing problems. SMIT uses a
menu-driven interface that streamlines and simplifies the complexity of many system
management activities. SMIT does not inhibit or replace command-line access to system
management; rather, it uses the same commands under the cover of the menu-driven
interface. However, not all possible command and argument combinations are available
under SMIT. Command and parameter selection is based on the most common use to
complete a given management task. Since SMIT takes user input to build and execute
commands, you must have the authority to run the commands that SMIT executes.
For novice administrators, SMIT simplifies system management through the
use of task-oriented dialogs. New users can zero in on a particular task by stepping
through SMIT’s submenu hierarchy. Menu options for a specific task are identified
with descriptive field titles and contextual help. Error checking routines validate
argument type and range.
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The advanced administrator may find that SMIT provides a faster interface to many
management tasks than the command line. This is especially true for some configuration
commands that have a multitude of switch options. When using SMIT, two files are
created, the smit . script and the smit . log files. The SMIT script facility may be
used to assist in creating complex administration scripts, and the logging facility keeps
a log of the tasks that were performed on the system, as well as the date/time the
commands were executed.

The choice is yours to use SMIT to manage AIX. As you gain experience with SMIT
and the AIX environment, you may find that you prefer to use SMIT for some management
activities and the command line for others. Whether you love it or hate it, SMIT is here
to stay.

USING SMIT

SMIT is started by executing the smit command for a Motif interface or the smitty
command for an ANSII interface from the command line. By default, SMIT will enter
the top-level system management menu. To enter SMIT at a particular task submenu,
you can supply the SMIT FastPath name as an argument.

# smit <«————— Start SMIT at the top-level menu
# smit user <———— Start SMIT at the user admin submenu

SMIT allows you to take a test drive utilizing all of its features without making
changes to the operating system. Invoke smit with the -X flag to kick the tires and get
a feel for how it operates. SMIT will log the commands it would have executed in the
$HOME/smit.script file.

# smit -X

You can also use the F6 key within SMIT to display the actual AIX command and
arguments it will invoke before committing the update. This ability to check out the
commands that SMIT will execute gives new AIX System Administrators a leg up on
the command syntax and structure.

smit Versus smitty Displays

SMIT provides both ASCII and Motif-based user interfaces. The Motif interface is invoked
by default on an X11 or CDE managed display and employs a point-and-click feel. The
Motif display enhances the operating environment through the use of buttons, slider
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bars, and submenu panels. The SMIT ASCII interface is invoked using the smitty or
smit -C command (see Figure 5-1 for Motif display and Figure 5-2 for the ANSII screen).

# smit <——————— SMIT X11 interface
# smitty 4——————— SMIT ASCIl interface
# smit -C 4————————— SMIT ASCll interface

Each SMIT panel is divided into three parts. At the top of the panel, the task title
and instructions appear. The middle of the screen contains menu selections or input
fields. Location in the set of fields is indicated by “top,” “more,” and “bottom.” At the
bottom of each panel, the set of valid function keys is listed in four columns. SMIT flags

1 System Management Interface Tool - rooti@yogi

Exit Show Help

Return To:

Systen Hanagenent

Software Installation and Haintenance
_I Software License Hanagenent
_ | Devices
J Systen Storage Hanagenent {Physical & Logical Storage}
| Security & Users
_| Communications Applications and Services
_ | Print Spooling
__| Problen Deternination
_I Perfornance & Resource Scheduling
__| Systen Environments
_| Processes & Subsystens
J Applications
_ | Storix Backup Rdninistrator for ALX
_| Using SHIT (infornation only}

Cancel I

Figure 5-1.  SMIT main screen in CDE
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Syztem Management.

Move cursor to desired item and press Enter,

Software Licenze Management

Devices

System Storage Management (Physical & Logical Storage?
Security & Users

Communications Applicationz and Services
Print Spooling

Problem Determination

Performance & Resource Scheduling

Syztem Environments

Processes & Subsystems

Applicationz

Storix Backup Administrator for ALK
Uzing SHIT {information only}

Fl=Help F2=Refresh F3=Cancel Fa=Image
F3=5hell Fl0=Exit. Enter=Io

1 aixterm IH[=] B3

Figure 5-2.  smitty main screen in ANSI|

input field types and selection lists through the use of field mark characters and

buttons displayed to the far left and right of the input fields, as shown in Figure 5-3.

Schedule a Job

Type or select values in entry fields,
Fress Enter AFTER making all dezired changes,

[Entry Field=]

921

HOMTH [Febl

DAY {1-31» [021
# HOUR 0-233 []
* MINUTES <(-549) [1

SHELL to wze for job execution Karn {kshi
# COMMAND or SHELL SCRIPT {full pathname} [1

Fl=Help F2=Refresh F3=Cancel Fd=Li=t
Fo=Rezet FE=Conmand F7=Edit Fa=Image
F3=5hell Fl0=Exit. Enter=Iio

aixterm =] B3

Figure 5-3.  SMIT screen to schedule a job
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Notice the special symbols used in Figure 5-3. On the left side of the screen, we have
the *, which specifies that a value is required for this field. On the right side, we have
more symbols: #, +, and /. Table 5-1 lists each field symbol used in the SMIT panels.

Knowing the SMIT panel special symbols will let you know exactly what SMIT
expects to see to perform a given task.

SMIT Keys

SMIT also has a set of keys to use while you are in the SMIT panels. Some of the keys
are available only in the ANSII or the Motif display mode (see Table 5-2).

SMIT Help and Messages

You can invoke SMIT help from any menu by pressing the F1 key. Note that the
message catalog is a National Language (NLS) catalog and is thus dependent on the
setting of the SLANG environment variable.

SMIT Log File

SMIT creates an audit log of each SMIT session in the user’s $HOME directory named
smit.log. The log file indicates the SMIT submenu path traversed during the session
by object class ID, panel sequence number, title, and the FastPath name. Each new
SMIT session is appended to the existing log file. Take care to monitor the size of the
log file over time. The location of the log file may be set using the smit -1 <PathName>
option. The level of logging verbosity may be increased using smit -vt.

# smit -1 /tmp/smit.log -vt <————— Use/tmp to hold log file

Symbol Meaning

* A value is required for this field.

# A numeric value is required for this field.

X A hexadecimal value is required for this field.

+ A pop-up list is available for this field using F4 (or ESC-4).

[ A field can be typed in.

<> Data displayed is larger than the field display. The < and > indicate the overflow direction.
/ A file/directory pathname is required for this field.

? Any value entered will not be displayed.

Table 5-1.  Special Symbols Used in SMIT Panels
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Keystroke Function

F1 (or ESC-1) Help—for the specific task

F2 (or ESC-2) Refresh—or redraw the screen (ANSII)

F3 (or ESC-3) Cancel—the current function, returns to the previous screen (ANSII)

F4 (or ESC-4) List—for pop-up field options (ANSII)

F5 (or ESC-5) Reset—field value to the original value

F6 (or ESC-6) Command—shows the actual command that SMIT will execute

F7 (or ESC-7) Edit—allows you to edit a pop-up field or select from a multiselectable pop-up list

F8 (or ESC-8) Image—saves the current SMIT panel to the smit . 1og file if followed by the ENTER key
and shows the SMIT FastPath for the current SMIT panel

F9 (or ESC-9) Shell—starts a subshell. Typing exit returns to SMIT (ASCII). Resets all SMIT fields (Motif)

F10 (or ESC-0) Exit—exits SMIT immediately back to the command line (ASCII) or skips to the command
bar (Motif)

F12 Exit—exits SMIT immediately (Motif)

CTRL-L (ell) List—for pop-up field options (Motif)

PGDN (or CTRL-V)  Scrolls down one page at a time

PGUP (or ESC-V) Scrolls up one page at a time

ESC-< Moves to the top of the scrolling screen area (ASCII)

ESC-> Moves to the bottom of the scrolling screen area (ASCII)

ENTER Executes the current SMIT command or selects the current pop-up selection

[text Searches for the string specified by the fext parameter

N Searches for the next occurrence of text

Table 5-2.  Special Keys Used by SMIT

For example, removing the paging00 paging space:

[Jul 26 2001,

22:43:35]

Starting SMIT
(Menu screen selected as FastPath,

id = "storage",

id_seg num = "010",

next_id = "lvm",

title = "Logical Volume Manager".)

(Menu screen selected,
FastPath = "lvm",
id_seg num = "010",
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next_id = "lvm",

title = "Logical Volume Manager".)
(Menu screen selected,

FastPath = "lv",

id_seg num = "020",

next_id = "lv",

title = "Logical Volumes".)
(Dialogue screen selected,

FastPath = "rmlv",

id = "rmlv",

title = "Remove a Logical Volume".)

[Jul 26 2001, 22:43:50]
Command_to_Execute follows below:

>> rmlv -f 'paging00'

Output from Command_to_Execute follows below:
---- start ----
rmlv: Logical volume paging00 is removed.
----end ----
[Jul 26 2001, 22:44:00]

SMIT Script File

Along with the log file, SMIT appends the AIX commands invoked during the session
to a local SHOME/smit .script file. The script file information can be used to create
complex management scripts or review the commands invoked during a previous
session. For example, say you use SMIT to configure the first of a set of 64 TTY devices.
Edit the $HOME/smit . script file and, duplicating the mkdev command 62 times for
the remaining devices, change each device name and attributes as required. The script
file can be executed from the command line to complete the definition for the remaining
devices. Use the smit -s <PathName> option to create a script file in a location other
than your home directory.

# smit -s /tmp/smit.script <————— Create a script file in /tmp

For example, the smit . script entries surrounding the removal of the paging00
paging space:

# [Jul 26 2001, 22:43:50]
#

rmlv -f 'paging00'

#

# [Jul 26 2001, 22:44:23]
#

lsvg -o|lsvg -1i -1
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#

# [Jul 26 2001, 22:44:57]
#

rmlv -f 'loglv00’

#

# [Jul 26 2001, 22:47:20]
#

chdev -1 sys0 -a maxuproc='128"
#

As you can see, we were doing a lot more than removing the paging00 paging
space on July 26. We began by removing the paging00 paging space but then went on
to display a listing of all currently active logical volumes, removing the loglv00 log
logical volume and setting the maximum number of processes per user to 128. The
smit.script file is extremely valuable when you want to create shell scripts to
automate systems changes and reconfigurations.

SMIT FastPaths

SMIT allows you to bypass dialog and menu screens and enter a task directly through
the use of a FastPath name (see Table 5-3). A FastPath name is an identifier for a
particular SMIT panel. FastPath names are recorded as part of the SHOME/smit . log
information. The FastPath name is included as an argument to the smit command to
enter a task panel directly.

# smit nfs <4———Access SMIT NFS management

Remembering all the FastPath names and management commands can be a real
challenge. Fortunately, the AIX developers implemented an easy-to-remember rule
for the FastPath and command names. A set of four prefixes, Is, mk, ch, and rm, are
appended to a root task name in the list, make, change, and remove operating system
objects. For example, to make a TTY device, the FastPath or command name is mktty.

FastPath and Command Operations and Objects

AIX administration commands are made up using two parts: the operation followed
by an operation object, as shown here:

Operation mk, Is, ch, rm
Objects dev, user, fs, vg, pv, tty, cd, tape, etc.

Putting the operation with the object will produce a direct SMIT FastPath, in most
cases, as shown in Table 5-3.

Many more SMIT FastPath options are available for most every other system
management task that has a lower-level submenu. As an example, if you want to
go directly to adding a user to the system, the SMIT FastPath is smitty mkuser.
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Task SMIT FastPath
Software installation and maintenance install
Software license management licenses
Device management dev

System Storage management (physical and logical storage) storage
Journaled filesystem management ifs

Logical volume management lvm

NFS management nfs

Security management security
User management user or users
Communications applications and services commo
TCP/IP management tcpip

Print queue management spooler
Problem determination problem
System diagnostics diag
Performance and resource scheduling performance
System environments system
Processes and subsystems src

Table 5-3.  SMIT FastPath for Application Submenus

Customizing SMIT

SMIT is composed of a hierarchical set of menu panels, an NLS message catalog, a
command interface, and a logging and scripting facility. These components are integrated
to provide a seamless interface for managing the operating system and system resources.
Three types of SMIT display panels are used to manage the dialog between the user
and management tasks: Menu, Selector, and Dialog. Menu panels display management
task selections. Selector panels (see Table 5-4) present a range of values from which you

Type Function

Menu List of task options

Selector Request additional input before proceeding

Dialog Request values for command arguments and options
Table 5-4.  SMIT Panel Types
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must choose before proceeding with the management task. You may choose more than
one. Dialog panels provide input fields for specifying command arguments and values.

SMIT objects are generated with the ODM generation facility and then stored in
files in a designated database. By default, they reside in the /usr/1ib/objrepos
directory. The SMIT database consists of the following files, by default:

sm_menu_opt
sm_menu_opt.vc
sm_name_hdr
sm_name_hdr.vc
sm_cmd_hdr
sm_cmd_hdr.vc
sm_cmd_opt
sm_cmd_opt.vc

These eight files should always be maintained together, including saving and
restoring. After becoming experienced with the ODM (see Chapter 9 for more on the
ODM) and SMIT architectures, you may use ODM commands to customize SMIT.
SMIT object class names and object identifiers are listed in the SMIT log file when SMIT
is invoked with the verbose trace -vt option.

# smit -vt <+—SMIT verbose tracing

WEB-BASED SYSTEM MANAGER

For those of you who prefer a bit more flash in system management tools, Web-Based
System Manager (WebSM) is the tool for you. WebSM provides a comprehensive set of
system management tools for AIX 5L. Because of the mouse-driven, point-and-click,
drag-and-drop Web-based desktop environment, WebSM is intuitive to use. It is more
colorful than SMIT, and it prevents you from wallowing in the muck of the AIX command
line. AIX 5L leans heavily toward the WebSM, and it appears that some new features
may be available only via the WebSM in coming AIX releases. Managed objects and
associated tasks are displayed as icons with a Web browser look and feel (see Figure 5-4).
To perform an action, double-click on the desired object. If additional information is required,
a WebSM dialog panel is displayed to accept configuration information.

The AIX 5L release of WebSM has the ability to manage numerous AIX 5L host machines
on both Power and IA-64 hardware. Also new to the 5L release of WebSM is the support
for dynamic monitoring of system events through the Resource Monitoring and Control
(RMC) software originally created for the IBM RS/6000 SP frames. Now you do not have
to write all of those shell scripts to monitor your systems for problems like full filesystems.

WebSM can run in stand-alone or client/server modes. In the stand-alone mode,
WebSM manages the local AIX system. In the client/server mode, WebSM can manage
AIX systems from a remote PC or from another AIX system that uses a graphical user
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i Web-based System Manager - MwebSM_pref: /M anagement Environment/yogi
Console Hest Selected Wiew Window Help ol
Mavigation Amrea : yogi
= ) Managernent Environment = =l = [
= [ voal He=| J;L'a | /—1| B
= Overview Backup and  Custom Tools Devices File Systems  Monitoring
+ :'\j\ Devices Restore
# G Network
+ :‘_E-Users gji E‘ o =
T backup and Restore 2 Lji_.' =
= .r—ﬁ File Systems Metwork Metwork Overview Brinters Processes
= vl Installation
' Volumes Managerment
+ = Processes
= . — _ ;.
+ 4_-_,} Systern Environment ey 2 | E:['j"_J rn
¥ 1 ] 1 u
+ (2 subsystems - s 1 ul
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- Environment  Manager
+ U Software Security
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J." 5\"_ o o Wolumes Worlload
" :‘*,Prmters Manager
+ E= Monitoring
| o |Ready |1? Objects shown 0 Hidden. h Obijects selected. hul - yogi
Figure 5-4. Web-Based System Manager main window

interface. In this environment, the AIX system that is managed remotely is the server
and the system from which you perform the administration is the client. WebSM has
been tested with both Netscape Navigator and Microsoft Internet Explorer.

WebSM can be run from any operating system platform that uses a Java 1.3, and
above, enabled browser. To date, WebSM has been tested only on AIX 5L versions 5.0
and 5.1 and on Microsoft Windows NT, 98, ME, and 2000.

WebSM can be started from the AIX Common Desktop Environment (CDE) application
manager System_Admin window or from the command line using the wsm command.

DISTRIBUTED SYSTEMS MANAGEMENT

Distributed system management tools seem to come and go. Distributed SMIT is available
as part of IBM’s system management products, which provide a SMIT interface for
managing distributed UNIX platforms. References to DSMIT began to disappear after the
announced merge of SystemView with Tivoli’s Tivoli Management Environment (TME).
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DSMIT

Distributed System Management Interface Tool (DSMIT) is installed as a separate
product on AIX V3.2.5 and AIX V4. Functionally, it is the same as single-system SMIT,
but it goes a step further in allowing remote management of a number of vendor UNIX
products including the following:

e AIX3.2.5, AIX V4

e Sun0S4.1.3

e Solaris 2.3, Solaris 2.4
e HP-UX9.0

As you might expect, DSMIT is broken up into clients (managed systems) and
servers (managing systems). Machines managed by DSMIT are grouped into domains.
Subsets of machines within a domain are called the working collective. Table 5-5
shows the breakdown of systems and various configuration information stored in the
/usr/share/DSMIT directory.

As you might imagine, security in a distributed management environment is a
critical issue. DSMIT uses MIT Kerberos V5 security services for authenticating DSMIT
servers and clients. Commercial masking data facility (CMDF) and message authentication
code (MAC) protocols are used to ensure data integrity and guard against message
tampering. The nice thing about this is that, after you have validated yourself to Kerberos
as a System Administrator, you don’t need to log into each system you will be managing.

DSMIT allows you to select sets of systems for management functions. When an
update is to be made, you can choose to send the command to all machines in the set
at once (concurrent mode) or one at a time (sequential mode). You can bail out in the
latter case if problems with an update are indicated. To make things easy or confusing

File Purpose

domains Client groups

dsmitos Operating systems managed
clients Managed hosts
security/v5srvtab Principal key
security/admin.cfg Administrator keys
security/managing.cfg Managing systems keys
security/managed.cfg Managed systems keys
security/dsmit.ptr DSMIT config file server
Table 5-5. /usr/share/DSMIT
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(depending on your point of view), a shell environment variable can be set to indicate
that DSMIT should be run when a user or administrator types SMIT.

SMIT=d <«———Invoke DSMIT instead of SMIT

This is about all we're going to say about DSMIT, since bets are being placed on
a replacement from Tivoli. The following section describes the OSF’s Distributed
Management Environment (DME) specification to give you some background on
Tivoli’s systems management technology. Tivoli was one of the principle technology
providers for the DME specification.

DME History

In the early 1990s, the Open Software Foundation defined a management standard for
distributed systems called the Distributed Management Environment (DME). The DME
technology specification defines a uniform and consistent set of tools and services that
may be used to manage both standalone and distributed heterogeneous systems,
applications, and networks.

DME combines a select set of vendor management technologies into a consistent
framework based on a three-tier model. The lowest tier supports single-host management
activities. The second level provides cell naming and security management in
distributed environments. The top level encompasses enterprise-wide management
via Motif-based GUI interfaces. DME routines communicate with managed objects
using DCE, SNMP, and OSI CMIP. Table 5-6 lists the DME technology selections by
the developing entity.

The DME Request for Technology (RFT) was first issued in July 1990. After
evaluation by OSF’s Munich Development Office, a selection was made in September
1991. The selected technologies went through a period of integration testing, during
which time code snapshots were made available to interested parties. DME license
fees were set, and the first code release was scheduled for the fourth quarter of 1993.

IBM Data Engine, System Resource Controller
MIT Project Athena Palladium Print Services

Tivoli WIzDOM Object Oriented Framework
Banyan Network Logger

HP Open View Network Management Server

Software Distribution/Installation Utils
Network License Manager

Groupe Bull Consolidated Management API

Gradient PC Ally and Client Lib for Net License Server
PC Agent and Event Components

Table 5-6. DME Technology Selections
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smit Motif interface

smit -C, smitty TTY interface

smit -X Inhibit updates, test drive SMIT

F6-key Display command to be executed by SMIT

smit <fast-path-name> Display SMIT submenu
$HOME/smit.log SMIT transaction log

$HOME/smit.script SMIT command log
/usr/lib/objrepos/ SMIT ODM panel database sm_xxxX_xx
DSMIT Distributed SMIT

SMIT=d Invoke DSMIT instead of SMIT

wsm Start the Web-based System Manager Interface

CHECKLIST

The following is a checklist for the key points in system management:

O

Execute the System Management Interface Tool or SMIT, the base system
administration management tool for AIX, with the smit command for a Motif
interface or the smitty command for an ANSII interface.

Press the F6 key within SMIT to display the actual AIX command and
arguments it will invoke before committing the update.

Invoke SMIT help from any menu by pressing the F1 key.

SMIT creates an audit log of each SMIT session named smit . log in the user’s
$HOME directory.

SMIT appends the AIX commands invoked during the session to a local
$HOME/smit.script file.

You can use the smit . script file to create shell scripts to automate systems
changes and reconfigurations.

You can bypass SMIT dialog and menu screens and enter a task directly
through the use of a FastPath name.
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O Remember FastPath command names by appending one of four prefixes, Is,
mk, ch, and rm, to a root task name in the list, make, change, and remove
operating system objects.

O SMIT uses three types of display panels, Menu, Selector, and Dialog, to manage
the dialog between the user and management tasks.

O SMIT objects are stored in eight files in a designated database found in the
/usr/lib/objrepos directory by default. These eight files should always
be maintained together, including saving and restoring.

O AIX5L’s Web-Based System Manager (WSM) provides mouse-driven,
point-and-click, drag-and-drop system management tools.

O Start WebSM from the AIX Common Desktop Environment (CDE)
application manager System_Admin window or from the command
line using the wsm command.

O In the client/server mode, WSM can manage AIX systems from a remote PC
or from another AIX system that uses a graphical user interface

O Distributed SMIT, DSMIT, goes a step further than SMIT by allowing remote
management of multiple vendors” UNIX products.

O When you make an update with DSMIT, you can choose to send the
command to all machines in the set at once (concurrent mode) or one at
a time (sequential mode).
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procedures with each new release. IBM might claim otherwise, but I've been

upgrading systems for a very long time, and that has been my experience. Each
time you install AIX, I recommend that you follow the installation guide carefully, even
when you feel like you can do it in your sleep. (Especially, read the release notes!) I can
tell you from experience that cutting corners can have catastrophic results. Follow the
install path that fits your environment and you’ll keep surprises at a minimum. Our
starting point is keeping the existing environment isolated from the install and
maintenance process.

Along with procedure changes, you will also see that IBM has given in to the
licensing pressure like every other OS vendor and now requires in AIX 5L that you
accept the electronic license agreements as you install new software on the AIX system.
These licensing agreements can be set to be automatically accepted and should not
pose a problem with nonprompting installations (see ACCEPT_LICENSE in the section
“Complete Overwrite,” later in this chapter). Gone are the days when just installing the
product implies acceptance of the license agreement.

As of this writing, AIX 5L version 5.1 is the current release. ALX 5L version 5.2 is due
out in the third quarter of 2002, with subsequent releases of versions 5.3 and 5.4 due about
every year in the third or fourth quarter. I recommend staying as close to the current
release as is comfortable for your environment. Keeping current will get you the best
support from IBM when questions or problems occur (the AIX support number is
1-800-CALL-AIX). I will concentrate on installation and maintenance functions at the
AIX 5L version 5.1 level in this chapter. Also study the IBM publication AIX 5L Version
5.1 Installation Guide (SC23-4374) found on http: //www.redbooks . ibm.com.

ﬁ s we all know, IBM is well known for changing the maintenance and installation

INSTALLATION AND MAINTENANCE PLANNING

Installing a brand new operating system or application on a new computer is like
painting on clean canvas. You're not encumbered with preserving or working within
any existing paradigm. You have the freedom to plan your environment from scratch.
Planning is the key word here. Operating system and production filesystem configuration
should be configured to get the best performance from the disk space. Always strive to
implement a configuration that facilitates future product upgrades and allows for easy
maintenance tasks. Reserve disk space for non-rootvg volume groups to hold your user
and local production filesystems. If you are installing multiple machines, consider
installing one system as a reference system that can then be cloned from a Network
Install Manager (NIM) system image, or mksysb. There are other, less complicated
methods of installing mksysb images that you may want to look into, for example,
Alternate Disk Installation (see the section “Alternate Disk Install Procedure,” later

in the chapter). Make use of the worksheets provided in the planning section of the
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installation guide. The planning sheets make a good reference set when you need to
review your installation plan at some time in the future.
Here are some installation considerations.

Memory The base memory requirement for AIX 5L version 5.1 is 64MB of RAM.

Installation Media A CD-ROM is the only IBM offering other than preinstallation.
Network Install Manager (NIM) is also available over Token Ring, Ethernet, and FDDIL.

BOS Disk Space  The disk space required varies dramatically depending on your
environment. I would always have as a bare minimum 4GB (9GB is even better!) of
unmirrored disk space available, then mirror rootvg. It is just stupid ot to mirror
the root volume group on a production system.

Licensed Program Product Disk Space  What do you want to install? Look at the
documentation provided with the software and pad the requirements by 50 percent.
Disk space is cheap!

Paging Space The paging space requirements differ depending on the application
running on the system. If you are running a database, then create several “large”
paging spaces, all in rootvg, of approximately equal size. Here, the word large is a
relative term. Typically, total paging space should start at twice real memory, even for
systems with a large amount of RAM. If you are running SAP with Oracle, the vendors
want tens of GB of paging space, just in case (in case of what, they do not say!).

CAUTION Never put more than one paging space on a single disk!

Since VMM uses paging space in a round-robin technique, it evenly uses all of
the system paging spaces. If you have more than one paging space on a single disk,
you may be overworking this single disk and defeating the purpose of the round-robin
technique.

ftmp Space  Start out with a minimum of 100MB of /tmp space, just in case.

Create Separate Volume Groups for Local User and Production File Systems  Reserve rootvg for
the operating system, and place applications and other shared data on non-rootvg disks.

Reference System and Network Install Manager  If you are installing a large number of
systems or want to set up a standard, consider using Network Install Manager (NIM)
to set up a reference machine. Using NIM can greatly simplify and streamline repetitive
installs over the network, either locally or worldwide.
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Network Parameters  Talk to your network administrator about the best networking
options for your system; whether this is a new or old machine, the network admin may
have some new equipment that you are not aware of. Consider everything when setting
network options. Most sites can handle at least 100MB full duplex. When possible, do not
configure the Ethernet card or the router port to autonegotiate, which means it will change
network settings depending on the network. One common problem occurs when a CISCO
router is set to autonegotiate 10/100 half duplex. The adapter will switch to 100MB, but

it cannot autonegotiate to full duplex. The result is that the system will have very poor
performance.

Machine Support for AIX5L  Support for Micro Channel Architecture (MCA) and
POWERPC Reference Platform (PReP) will no longer be supported after AIX 5L,
version 5.1. Starting with AIX 5L, version 5.2, which is set to GA in the fourth quarter
of 2002, will no longer support the MCA models in the following Machine Type list:

7006, 7007, 7008, 7009, 7010, 7011, 7012, 7013, 7015, 7030, and 7202.

The following PReP-based systems, specified in the following Machine Type list,
will no longer be supported starting with AIX 5L, version 5.2:

6015, 6042, 6050, 6070, 7020, 7024, 7025, 7026, 7043, 7247, 7248, 7249, and 7317.

Unfortunately, this list includes the popular 43-P models.
The following SP nodes (all MCA-based) will no longer be supported in AIX 5L,
version 5.2:

2001, 2002, 2003, 2004, RPQ (66MHz Wide 59H), 2005, 2006, 2007, 2008, 2009, 2022.

The following PCI Adapters (specified by feature code) are no longer supported
starting with AIX 5L, version 5.2:

2408, 2409, 2638, 2648, 2657, 2837, 2854, 2855, 2856, 8242.

The following ISA Adapters (specified by feature code) are no longer supported
starting with AIX 5L, version 5.2:

2647,2701, 2931, 2932, 2933, 2961, 2971, 2981, 8240, 8241.

Carefully check the machine type and adapter feature codes to confirm compatibility
before starting your AIX 5L installation.

Product Packaging

First, the AIX 5L operating system is shipped only on CD-ROM. To simplify the
installation and maintenance process and group products by intended service profile
more accurately, software is grouped as products, packages, bundles, and filesets. At
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the lowest level, a fileset identifies software that provides a specific function. A fileset is
the smallest installable and updatable unit for maintenance purposes. You'll get to
know filesets very well. Filesets that have been grouped to provide a common service
set are called packages, like the collection of filesets that make up BOS networking.
Licensed products represent a collection of packages that are distributed as a set on
installation media. Groups of packages, filesets, and associated maintenance that are
combined for a specific service profile are called bundles. Examples would include
App-Dev, CDE, GNOME, KDE, Client, Server, or Device profiles on AIX 5L. You can
create your own custom bundles using SMIT to capture a particular application level
or to group filesets and packages the way you think they should have been grouped
in the first place.

Three levels of software packaging

e Fileset Specific function software set
e Package Common function filesets

* Bundle Group of filesets, packages, and maintenance
There are three parts to the installed software product:

e usrPart Contains the part of the product that can be shared by machines of
the same hardware architecture

* root Part Contains the part of the product that cannot be shared. The root part
is specific to a particular machine

e share Part Contains the part of the product that can be shared with other
machines; this part of the software is not machine dependent in any way

You will see usr, root, and share referred to when you install software and the
commit process executes within SMIT.

Support Information

Before jumping in with both feet, read any product-related README files. Contact
IBM support representatives concerning the latest maintenance level (ML) patch set
for your operating system version, release, and modification, and ask for any planning
information for the release level being installed. Before you contact an IBM service
representative or software manufacturer, make sure you have your AIX version and
release numbers, your service modification level, your machine serial number and model
number, and your customer number. To identify the version and release numbers

for an existing system, use the oslevel command. The oslevel command reports the
current level of the operating system by using a subset of the filesets installed on the
system. The oslevel -q command will display any base migration upgrades that are
installed. If oslevel shows only 4.3.2.0 and the -q option shows 4.3.3.0 is present, then
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oslevel -14.3.3.0 will help identify the missing filesets. The filesets used to determine
the current AIX level are the BOS, base devices, base printers, and X11.

Note that if you run the oslevel command after an ML update, the system will
not report the ML in the oslevel command output. This output differs because the ML
filesets are usually only a small subset of the operating system. The instfix command is
a good tool for ML analysis. For example, the command instfix -i | grep AIX_ML will
display all maintenance levels that have been installed on your system. To list only the
latest maintenance level, you can use the oslevel -r command.

Another command that is useful for system information is the uname command.
Issue the uname -a command to display the UNIX flavor, the system hostname, the
operating system release, the operating system version, and the machine ID number.
You can also get the version and release of the operating system with the uname -vr
command. Note that uname will give the release level first, regardless of the argument
order. Thus, “1 5” indicates version 5, release 1. The command uname -m displays
machine ID in the form xxyyyyyymmss, which breaks down as follows:

XX 00 for RS/6000
yyyyyy CPUID

mm Model identifier

ss Submodel identifier

The command oslevel returns the AIX product level. Mine reads 5.1.0. 0.
Please refer to the man page for uname to help identify different machine models.
Your system maintenance level can be obtained from bos.rte history. Use the
Islpp -h command to display the maintenance history and state. The -h option is
best for reviewing what older filesets were installed and on what date the installation
took place. The -1 option will display the current patch level as updated to the /usr/
lib/objrepos database. Please note that old filesets like DB2 version 2 will still need
the -h option to see the current updates (this problem was fixed with DB2 version 5).

# 1lslpp -h bos.rte <+— Short listing

Fileset Level Action Status Date Time

Path: /usr/lib/objrepos

bos.rte

5.1.0.0 COMMIT COMPLETE 07/27/01 14:43:24
Path: /etc/objrepos

5.1.0.1 COMMIT COMPLETE 07/27/01 14:43:24

A quick snapshot of maintenance level and state can be obtained using the -L option
to Islpp.

# 1lslpp -L bos.rte
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Fileset Level State Type Description (Uninstaller)
bos.rte 5.1.0.0 c F Base Operating System Runtime
State codes:
A -- Applied.

B -- Broken.

C -- Committed.

O -- Obsolete. (partially migrated to newer version)
? -- Inconsistent State...Run lppchk -v.
Type codes:

F -- Installp Fileset

P -- Product

C -- Component

T -- Feature

R -- RPM Package

The fix level, or the last field, of a fileset is incremented until a new cumulative
fileset maintenance or base level is available. Fileset levels are identified using the
version.release.modification.fix numbering scheme, for example, 5.1.0.1. If you experience
problems, do not hesitate to call IBM Support for help.

Phone Support: 1-800-CALL-AIX

You can review the problem and service the database yourself if you have network
access to IBMLink or Support Line sites. If you don’t have network access to these
sites, IBM provides periodic snapshots of the IBMLink question and service databases
on CD-ROM. Order AIX Technical Library /6000 CD-ROM. See Appendix A for
additional information on AIX help sites and archives on the Internet. A few key
sources are listed here:

Web sites: http://www.ibm.com/server/support
(Needs JavaScript and cookies enabled)

http://www.ibmlink.ibm.com/

http://www.austin.ibm.com/services/

FTP site: ftp://services.software.ibm.com/aix/fixes

You can download patches and fixes over the Internet using IBM’s Web-based fix
distribution support at http:/ /www.ibm.com/server/support. On December 31, 2001,
IBM withdrew the FixDist tool from service worldwide and replaced it with the
Web-based fix distribution support. You can select maintenance by ML, PTF, and
APAR numbers.

If you have access to a Usenet news service, check out the comp.unix.aix newsgroup,
or browse its archives at http:/ /groups.google.com/. The best help information comes
from peers who are using AIX in the field. IBM support personnel and developers also
watch these groups and may lend assistance.
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Choosing an Installation Method

AIX can be installed using one of three methods: complete overwrite install, preservation
install, or migration install. A complete overwrite install is used to install AIX on new
computers or to overwrite a previous installation of the operating system without saving
anything in the previous installation. A preservation install will attempt to preserve
existing user directories in the root volume group (rootvg) by overwriting only the /,
/usr, /var, and /tmp filesystems. As I will explain later in the chapter, a much safer
strategy is to keep any user or local data in filesystems that do not reside in rootvg.
The migration install option is used to retain the root volume group layout and system
configuration files. This is the default installation option for AIX 5L version 5.1.

With any of these installation methods, you need to make sure that you have a
good mksysb, or sysback, rootvg backup image. You may need to go back and retrieve
a font file, or something, if you have a heavily customized system. Application fonts
are the only things that I have ever lost with a migration upgrade. Having the backup
tape makes it very easy to put the lost files back in place.

For an easy way out of a bad installation or upgrade, you should consider using the
Alternate Disk Installation utility. Alternate Disk Install allows you to clone rootvg to
an alternate set of disks. This technique can give you an easy way to recover from a
failed migration (see “Using Alternate Disk Install,” later in this chapter).

APPLY and COMMIT

Before installing new software or undertaking maintenance on an existing system, you
need to have a back-out strategy in the event that problems occur during or after the
installation. The AIX default is to add new software and maintenance to the system
using the COMMIT option as opposed to the APPLY state. The APPLY option keeps a
history file and a backup copy of each object replaced by the software update. If you
are not happy with the update, you can REJECT the filesets and restore the previous
version. When using SMIT to install software updates, set the COMMIT Software?
options to No and the Save Replaced? option to Yes. These two SMIT options are
mutually exclusive, meaning they must have opposite values. The command-line
options are listed here:

# installp -ga -d /usr/sys/inst.images -X all <4— APPLY updates
# installp -rB -X all <+— REJECT updates

Once satisfied with the update, you can COMMIT the update to remove the backup
copy of the previous version.

# installp -c¢ -g -X all <4———— COMMIT updates
or

# smitty install_commit <4— SMIT FastPath
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The caveat to installing using the APPLY option is that additional disk space is
required to hold the old version. If you don’t have the disk space to spare, you must
install the update with COMMIT. This option will save on disk space, but it does not
provide a simple back-out mechanism. Make a full backup of your root volume group
file systems prior to installing with COMMIT. In the event of a problem, you can
restore the backup.

Install with COMMIT

# installp -ga -d /cdrom/usr/sys/inst.images -c -N all

In the event that you must remove a committed 1pp, you can invoke the deinstall
function of the installp command. This -u option will remove product files, associated
maintenance, and vital product data (VPD) from the system regardless of the product
installation state.

# installp -u < fileset_name Remove software

As with all installp command options, it is always a good practice to add the -p
option to preview the results first! As an example:

# installp -up fileset_name 1>/tmp/output 2>&1
# view /tmp/output

Filesystem Expansion On-the-Fly

To ensure that sufficient filesystem space is available, you can elect to have filesystem
size automatically increased during the installation. Unfortunately, this process will
sometimes overallocate filesystem space, the result being wasted disk space at the end
of the installation. Automatic filesystem expansion can also cause the installation to
abort if the requested increment in logical partitions is not available in the volume
group. In most cases, you will be better off calculating the space required for the
update and allocating the space manually before starting the install process. Remember
you cannot easily shrink a filesystem once it is overallocated, but this is usually not a
big problem with the large disks being produced today.

# installp -ga -d /cdrom/usr/sys/inst.images -X all
# installp -ga -d < Auto expansion
/cdrom/usr/sys/inst.images all

No auto expansion

System State

When installing a new product release or maintenance, limit the activity on your
system. For some products, this involves shutting down the application being updated
and stopping any related subsystems and subservers. If it is controlled by the System
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Resource Controller (SRC), use the stopsrc command to shut down subsystems and
subservers. For example,

# stopsrc -g tcpip4+—— Stop the TCP/IP subsystem group

When updating your operating system or a group of products, it is easier to reduce
system activity by shutting down to maintenance mode. This will stop all applications
and subsystems and restrict access to the system other than from the system console.

# shutdown -m <4—————————— Shut down to maintenance mode

If maintenance mode is not required, you can temporarily inhibit nonroot login
access by creating a /etc/nologin file. Each time a nonroot user attempts to log in,
the contents of the /etc/nologin file are displayed. For example,

Login access is temporarily inhibited due to system maintenance
activities. Please try again after 7:30AM.

The /etc/nologin file can be an empty file. It is not the contents of the file but
the very existence of the /etc/nologin file that prohibits nonroot logins. The /etc/
nologin file, if it exists, is removed from the system as a normal part of the third
phase of the boot process. Remember, if you have disabled remote root logins on
the system (which is highly recommended) you must be on the console to log into the
system if an /etc/nologin file exists! If you do not need to reboot your machine,
then do not forget to remove this file, or all of the users will continue to be locked
out when your maintenance window is complete.

Updating Existing AIX Systems

Installing an upgrade or maintenance to an existing AIX system is much easier if you
have kept your user filesystems and local product data on non-rootvg volume groups.
Before installing the upgrade or maintenance, the non-rootvg volume groups may be
exported, protecting them from update problems.

CAUTION It is extremely important to record the ownership of all of the /dewv devices for logical
volumes before you export the volume group. It is common for a nonroot user (db2adm) to own /dev
devices for logical volumes. When you import a logical volume, all of the /dew logical volumes will be
owned by root. To record the ownerships, run the command Is -1 /dev > /ust/local/etc/dev.list.

After importing the volume group(s), you will have to restore the ownerships
manually or with a script.

You can use the following command to export volume groups after unmounting all
of the filesystems:

# exportvg <VGname>
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Once the update is complete, the volume groups can be imported back into the
system using

# importvg -y <VGname> PhysicalVolume
For example,

# importvg -y appvg hdiskl0
# mount -a

If you need to specify the volume group major number for this volume group
import, for example in an HACMP cluster, you can add the -V major_number
command parameter as in the following example:

# importvg -V 46 -y appvg hdiskl0

The preceding command specified that 46 is the major number for the appvg
volume group.
To find the next available major number on the system, use the following command:

# lvlstmajor

If you have systems in an HACMP cluster, you must keep the device major numbers
consistent so that both machines know what the major number of each shared volume
group is.

NOTE On a multidisk volume group, you need to specify only one disk in the volume group when
using the importvg command.

There are two ways to perform an upgrade. If the AIX version and revision remain
the same and you are going to a new modification and fix level (as an example, if you
are currently at 4.3.2.0 and you want to upgrade to 4.3.3.0), there is a quick upgrade
path. For this situation only, you can just stop all of the applications, lock out all of the
users and export all of the non-rootvg volume groups, and then run smitty update_all.
If you have the disk space available, you may want to APPLY the updates instead of
using COMMIT. Using APPLY, you have the ability to reject the updates if things do
not work as expected. This method works only if the AIX version and revision remain
the same. However, if you are going to use the APPLY installation option, you first
need to COMMIT everything currently on the system. On the command line, run the
command smitty install_commit. Take all of the defaults and press ENTER twice. Once
all of the previously APPLIED filesets are in the COMMIT state, you can proceed with
the upgrade.

If you are upgrading to a new AIX version or release (if, for example, you are
upgrading from AIX 4.3.3.0 to AIX version 5.1.0.0), you are required to boot the system
into maintenance mode using the new installation CD-ROM. In this case, we are
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upgrading both the version and release levels. You must also boot from the installation
CD-ROM if you are upgrading to a different version, for example, upgrading from
5.1.0.0 t0 5.2.0.0.

e If you have a PCI bus machine, boot from the installation medium (CD-ROM is
the only option for AIX 5.1 shipped from IBM). Insert the CD-ROM in the drive,
turn on the power if necessary, and press the appropriate function key (refer to
Chapter 7) as soon as the keyboard is initialized and the beep is sounded.

NOTE Not all machines support a service mode boot list (see Appendix A).

¢ If you have a Micro Channel machine with a key switch, turn the key to
service, insert the CD-ROM in the drive, reboot or turn the power on, and
follow the prompts to identify the console and select the language and
installation method.

Before starting a migration installation, run the bootinfo -b command to find the last
boot device and write the hdisk# down for later reference. Before initiating a preservation
install, record the location, layout, and space on each of the physical volumes to be used by
the install process. Begin by displaying the physical volume names.

# lspv

hdisk0 000b8a3d84178021 rootvg
hdiskl 000b8a3d1384358b rootvg
hdisk?2 000b8a3d1382b3f9 appvg
hdisk3 000b8a3d1382b821 appvg
hdisk4 000b8a3d1382bbé65 appvg
hdisk5 000b8a3dl382beac appvyg
hdiské6 000b8a3dl382clel appvg
hdisk7 000b8a3dl382c512 appvyg

For each physical volume, display the location information.

# lsdev -C -1 hdiskoO
hdisk0 Available 10-60-00-8,0 16 Bit SCSI Disk Drive

Use df and 1svg to total the used and free space making up the root file systems
and the root volume group.

# df -v / /usr /tmp /var
Filesystem Total KB used free Sused iused ifree %iused Mounted

/dev/hd4 32768 29796 2972 908 1864 6328 22% /
/dev/hd2 499712 456704 43008 91$ 17438 107490 13% /usr
/dev/hd3 323584 21068 302516 6$ 103 81817 0% /tmp

/dev/hd9var 1048576 227520 821056 21S 1635 260509 0% /var
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# lsvg rootvg

VOLUME GROUP: rootvg VG IDENTIFIER: 000b8a3db1056b23

VG STATE: active PP SIZE: 16 megabyte(s)

VG PERMISSION: read/write TOTAL PPs: 1084 (17344 megabytes)
MAX LVs: 256 FREE PPs: 710 (11360 megabytes)
LVs: 9 USED PPs: 374 (5984 megabytes)
OPEN LVs: 8 QUORUM : 1

TOTAL PVs: 2 VG DESCRIPTORS: 3

STALE PVs: 0 STALE PPs: 0

ACTIVE PVs: 2 AUTO ON: yves

MAX PPs per PV: 1016 MAX PVs: 32

LTG size: 128 kilobyte(s) AUTO SYNC: no

HOT SPARE: no

Cloning AIX Systems

When you clone AIX systems on identical hardware (exact same hardware!), you can
just use a mksysb bootable backup image. To clone a system to different hardware, you
have to follow a special procedure and boot from the installation medium provided by
IBM. The problem with booting from a mksysb tape on different hardware is that you
will not have all of the necessary drivers for any different hardware architecture on the
backup tape. To get around this little problem, we boot from the installation CD-ROM,
with the new mksysb tape in the tape drive. When we get to the Options menu, we
select Start Maintenance Mode For System Recovery and then select Install From A
System Backup at the bottom of the list. Then the menu will prompt you to select the
tape drive that holds the mksysb tape. The system will install the system from the tape
and use the CD-ROM to get the proper drivers and filesets for the particular machine.
This is equivalent to running smitty cfgmgr with the Base Operating System CD-ROM
in the CD drive to automatically add drivers to the system.

INSTALLING AIX

If you are installing a brand new pSeries or RISC System /6000, parts of the base
operating system (BOS) and product runtime environments may be preinstalled on
the system. Note that the preinstalled system does not represent the full product
or maintenance set. You must complete the installation of the remaining products
and maintenance before configuring the system for use.

If you will be using a serial-attached TTY as the console, use the following settings
on the TTY:

* 9600 bps
e §1,none
e 24 x 80 Display
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Auto LF off
Line Wrap on
New Line CR

Follow this ten-step list to install AIX:

1
2.
3.
4

o1

Complete installation planning.
Turn on all attached devices.
Set the key switch (if present) to the Service position.

Insert the installation media or mksysb bootable tape (you may need to
power on).

Turn on system power. (Don't worry, you have plenty of time!)

For PCI-bus systems only: press the appropriate function key for your model
just after the keyboard is initialized and the beep sounds (usually F5).

Select console and installation language when prompted.

*xxx%%% Please define the System Console. *xxsxxx

Type a 1 and press Enter to use this terminal as the
s=ysten conszole,

Pour definir ce terminal comme console systeme, appuvez
=ur 1 puis sur Entree.

Taste 1 und anschliessend die Eingabetaste druecken. um
diese Datenstation als Systemkonsole zu verwenden.

Fremere il tasto 1 ed Invio per usare questo terminal
come console.

Escriba 1 v pul=ze Intro para utilizar esta terminal como
consola del sistema.

Ezcriviu 1 1 i premeu Intro per utilitzar aguest
terminal com a consola del sistema

Digite um 1 & pressiones Enter pars utilizar este terminal
como console do sistema.

Type 1 and pres= Enter to hawve Engli=h during install.
Entreu 2 i premeu Intro per weure la installaci en catal.
Entrez 3 pour effectusr l'installation en franais.

Fr In=tallation in deutscher Sprache 4 eingeben

und die Eingabetaste drcken.

Immettere 5 e premere Invio per l'installazione in italiano.
Digite 6 & pressione Enter para usar Portugus na instalao.
E=zcriba 7 v pul=e Intro para la instalacin en e=spaocl.

L RO

1

88 Help 7

»»» Choice [1]:
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8. When the Welcome To Base Operating System Installation And Maintenance
screen is displayed, you must decide whether to proceed with installation
defaults or to verify and/or modify settings before continuing. Enter 88 at
any time to display help information.

Welcone to Base Operating Systen
Installation and Haintenance

Type the number of vour choice and press Enter. Choice is indicated by 3>
»»» 1 Start Install How with Default Settings
2 ChangesShow Installation Settings and Install

3 Start Haintenance Hode for Sy=stem Recovery

88 Help 7
99 Frevious Henu

>33 Choice [1]: _

Installation modifications include

e Installation method
* New and complete overwrite install
® Preservation install
* Migration install

¢ Primary language environment en_US for United States English

In=stallation and Settings

Either type 0 and press Enter to install with current =settings., or type the
number of the setting you want to change and press Enter.

1 System Setting=:

Method of Installation. ... ......... Presservation
Disk Where You Want to Install..... hdisk0. ..

2 Primary Language Environment Settings (AFTER Install):
Cultural Conwvention................ English (United States)
Language ... .. .. ... ... English {United States)
Kevboard ... ... .. ... ... ... .. ... ... English (United States)
Keyvboard Type. .. ... ... ... .. ....... Default

3 Advanced Options

»»» 0 In=stall with the current settings listed above.

88 Help 7 | WARENING: Ba=e Operating System Installation will
99 Previous Menu | destroy or impair recovery of SOME data on the
| destination disk hdisk0.

»»» Choice [0]: _
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¢ Installation disks Normally hdisk0 and possibly hdisk1. (Specify all
of the disks in rootvg, even the mirrored drives!) It is important to know
he actual location code of the disk you found using the Isdev -C -1 hdisk#
command. Note that hdisko on the old system may be hdisk2 after
booting from the install disk.

¢ File system sizing There is an option to resize logical volumes for an
exact fit if overallocated.

¢ Trusted computing base Turn on high-level system security. TCB cannot
be removed without reinstallation of AIX, and TCB can be installed on the
system only at initial system installation time. TCB performs a checksum
on critical system files to ensure they have not been hacked.

9. Turn the key (if present) to the normal position.

10. After the installation is complete, the system will reboot and the SMIT Installation
Assistant screen will be displayed. The SMIT Installation Assistant will help
you finish the system configuration. This will include setting the date and
time, setting the root password, setting up the network interface, and so on.
The Installation Assistant will be displayed at each system boot until you have
selected Tasks Completed—Exit To AIX Login to signal that your configuration
changes have been completed.

Haintenance
Type the number of your choice and press Enter.
»»» 1 Access a Root Volume Group
2 Copy a System Dump to Removable Hedia

3 Access Advanced Maintenance Functions
4 In=tall from a Sy=tem Baclkup

88 Help 7
99 Previous Henu

»»» Choice [1]:
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Choo=e mksysb Device
Type the number of the device containing the system backup to be
in=talled and pres= Enter.
Device Hame Path Hame
P 1 tape-sscsi-8mmSgb sdevsrmt
2 cdronsscsisscsd ~dev-cdl
88 Help 7
99 Previous Menu
»»» Choice [1]: _

Complete Overwrite

A complete overwrite does just what the name implies: it overwrites everything on
the target disks. Use this method to install AIX 5L on a new machine or to completely
overwrite an existing system. If a graphics adapter is present, the BOS installation will
automatically install all of the runtime filesets along with any other filesets required
for the installed hardware on the system.

You will again notice that you now have to accept the electronic license agreements
before the installation will continue. Failure to accept the license agreement will cancel
the installation. If you are using a modified bosinst.data file for an unattended
installation, then you will need to set the ACCEPT_LICENSES field, in the control_flow
stanza, to accept the licenses and prevent a user prompt at the first system reboot.

At the first system reboot, you will be presented with the Configuration Assistant if
you have a graphics console and the Installation Assistant if you have an ASCII console.
The Installation and Configuration Assistants are both used for the same purpose, to
customize the newly installed system. These are SMIT panels that will guide you through
setting up the following items:

®  Setting the system date, time, and time zone

e  Setting the root password

* Managing system storage and paging space

¢ Configuring network communications (TCP/IP)

¢ Configuring a Web server to run the Web-based System Manager in a browser
¢ Configuring the Online Documentation Library service

The final option is to exit the Configuration Assistant. When you exit the Configuration
Assistant or the Installation Assistant, the “first boot” flag is cleared and these screens will
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not appear on any subsequent reboots. If you need to access either of these configuration
tools again, you can enter install_assist or configassist on the command line.

Migration Upgrade

The migration upgrade is the default installation path to get to AIX 5.1, including
version 3.2.5 and any version of AIX 4. You can upgrade directly to 5L from any
previous AIX version. The migration installation looks at all of the filesets currently
on the system and determines which filesets need to be updated and replaced. The
following filesets are automatically installed or updated:

¢ BOS commands

e BOS libraries

* BOS curses and termcap

* BOS networking

* BOS directories, files, and symbolic links

* Messages

e XI11IR3
e XI11R4
e X11 fonts

The migration procedure consists of the following four steps:

Completing the installation prerequisites

Readying the system for OS upgrade

LN

Booting into maintenance mode with the installation media

4. Completing the BOS installation after an initial reboot

The prerequisites include connecting any external devices and ensuring each device
is powered on. Make sure that the root user has a primary authentication method of
SYSTEM. To check this, enter the following command:

lsuser -a authl root
The command should return the following:
root authl=SYSTEM
If you get any other response, change the value with the following command:

chuser authl=SYSTEM root
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Make sure that you get everyone off the system, and it is a good idea to disable all
nonroot logins by creating a /etc/nologin file. Put a message in the file, something
like System is down for upgrade. . . Tryagain later.

The system must have a minimum of 64MB of RAM. You can list the real memory
with either of the following commands:

bootinfo -r
lsattr -El sysO | grep realmem

Both of these commands list the memory in kilobytes.

Run a system backup, preferably a mksysb or sysback image. You may lose a file
or two that you want during the upgrade, and a backup tape can save a lot of trouble.
The only file I have ever lost was a special font file for an application, which was easily
retrieved from the tape.

After the prerequisites are complete, we need to prepare the system for installation.
First, power the system down if it is running. If your system has a key, turn the key to
the service position. Either the word “Service” or a diagram or a wrench specifies the
service key position. Turn on all external devices, and allow all external disk drives
time to spin up and devices to complete self-tests.

Next, we are ready to boot from the installation medium, which is a CD-ROM for
AIX5.1. Insert the CD-ROM and power on the system (you may need to power on the
system and insert the CD-ROM—you have plenty of time to do both). If you have a
PCI-bus machine (no key switch!), then just after the beep sounds and the keyboard is
initialized, press the appropriate function key (usually F5). Pressing the function key
tells the system to boot into maintenance mode. After a few minutes, you will see c¢31
appear in the LED display. On the console, type 1 or press F1 and then ENTER to define
the console. Next you are asked to select a language for the installation.

NOTE The installation and production languages can differ.

Then we get to the welcome screen. Always select Change/Show Installation
Settings to verify the installation disk(s) and language environment. When everything
looks good, enter 0 (zero) and then press ENTER to start the installation. If your system
has a key switch, you can turn it back to the “Normal” position at any time before the
installation completes.

Install the ML Patches

After the installation completes, make sure that you install the latest maintenance level
(ML) patches. You can download these from IBM or call 1-800-CALL-AIX to order the
latest set on CD-ROM. Use the SMIT FastPath smitty update_all to install the latest ML
filesets and reboot the system one more time. You are ready to go!



AIX 5L Administration

Preservation Installation

A preservation installation is intended for use when you want to save only the user-defined
filesystems and the /home filesystem but not the system configuration as in a migration
installation. The preservation installation will also preserve the page and dump devices.
The preservation installation will completely overwrite /uszr, /var, /tmp,and / (root)
filesystems. You may want to pay particular attention to the /usr/local directories, if you
have anything there. AIX 5L installs links in /usr/local/apache/htdocs and
creates two files in /usr/local/LUM/en_US by default. If you have not created a
separate filesystem for /usr/local you should think about making this directory
structure a separate filesystem before any upgrade.

Using Alternate Disk Install

If your environment is like mine, then you are not allowed any down time! Even
reboots are moving to a need-to-have basis. I am guessing that “need to have” is when
the applications and databases start acting screwy. Since our environment is driven by
the business, which we have no control over, using Alternate Disk Install can greatly
simplify maintenance procedures and system upgrades, as long as the AIX upgrade is
not a new release or version, which requires booting into maintenance mode from the
installation media.

Alternate Disk Install is a very nice tool that allows you to do system upgrades
and maintenance on a live system, to a different disk set, without interruption. The
requirement for Alternate Disk Install is an equal number of disks currently in the
rootvg volume group dedicated as alternate disks. You first add these alternate disks to
the rootvg volume group, and then you can clone your system to the alternate disk(s)
as a backup or do your maintenance upgrade as the system is cloning to the alternate
disk(s) in a single procedure. When the process is complete, the system’s boot list is
changed automatically so that the system will boot into the new environment, on the
alternate disks, on the next system reboot. Let’s set it up.

Alternate Disk Install Procedure

The bos.alt_disk_install fileset must be installed on the system. We are going to look
at two options for using alternate disk install. The first is an alternate mksysb disk
installation, and next we will look at alternate disk rootvg cloning.

An alternate mksysb installation allows installing a mksysb image that was created
on another system onto an alternate rootvg disk on a target system. The command to
execute is:

# alt_disk_install -d /dev/rmt0 hdiskl

This assumes that the mksysb tape is loaded in the /dev/rmt0 tape drive and hdisk1 is
your alternate rootvg disk. The system will now contain two root volume groups, the
original rootvg and a second volume group called altinst_rootvg. After this procedure
completes, the system's boot list is automatically changed to boot onto the new
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atlinst_rootvg disk(s) on the next system reboot. At this point, atlinst_rootvg

will become rootvg and the original rootvg will be called old_rootvg. You can see this
transition using the Ispv command before and after. To go back to the original rootvg,
change the boot list and reboot the system.

You can do the same task using the SMIT FastPath smitty alt_mksysb, as shown
in Figure 6-1.

We can also clone rootvg to another disk, or disk set. This procedure is called
alternate disk rootvg cloning. Cloning the root volume group to an alternate disk,
or disk set, has some nice advantages. You can just clone rootvg and have an online
backup copy available, just in case.

You can also clone rootvg and at the same time install ML upgrades on the system.
Then the next time you reboot, you will be running on the new ML and you can test it
with the ability to go back in time by just changing the boot list and rebooting the
system. There are two command options, one for each task.

To only clone rootvg to have a backup copy, issue the following command:

# alt_disk_install -C hdiskl

assuming hdisk1 is your alternate disk.
To clone rootvg and also install maintenance updates, issue the following command:

# atl_disk_install -C -F update_all -1 /dev/cd0 hdiskl

assuming /dev/cd0 holds the maintenance updates and hdisk1 is your alternate disk.

LCornect  Edit Temminal Help
Install mksysb on an Alternate Disk

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

Entry Fields]
* Target Disk(s) to install [{hdisk1 +
. {/des/rnto

Phase to execute all +
image.data file [1 /
Customization script [1 !
Set bootlist to boot from this disk
on next reboot? yes +
Reboot when complete? no +
Uerbose output? no +
Debug output? no +
resolv.conf file [1 /
Fi=Help F2=Refresh F3=Cancel Fy=List
Esc+5=Reset Esc+b6=Conmand Esc+7=Edit Esc+8=Image
Esc+9=5Shell Esc+B=Exit Enter=Do

Figure 6-1.  SMIT FastPath for alternate mksysb disk installation
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The SMIT FastPath is smitty alt_clone, as shown in Figure 6-2.
If you want to remove your alternate rootvg, do not use the exportvg command.
Instead, use the command

# alt_disk_install -X

This command removes the alternate disk definition, altinst_rootvg, from the ODM. If
you exported the volume group, then you have to create anew /etc/filesystems
file before the next system reboot.

It might be helpful to note that, even though the altinst_rootvg is removed from
the ODM on the hdisko0 rootvg, the cloned image on hdisk1 remains intact and
can still be booted from by changing the boot list. To see the detail of hdisk1, run
the following command:

# lgueryvg -Atp hdiskl

=10 ]
Clone the rootvg to an Alternate Disk

Tupe or zelect walues in entry fields,

Fress Enter AFTER making all desired changes,

[TOP] [Entry Fields]

 Target Diskis} to install 1] *
Phase to execute +
image.data file i
Exclude list £
Bundle to install +

-0R-
Fileset{s} to install [l
Fix bundle to install ]
Fixes to install []
or I with im

{required if filesets, bundles or fixes used)
inztallp Flags
COMMIT =oftware updates? yes +
SAVE replaced files? no +
AUTOMATICALLY install requizite software? yes +
EXTEND file =ystems if space nesded? yes +
OVERHRITE same or newer versions? no +
YERIFY install and check file sizes? no +
Cuzstomization script [l /
Set bootlist to boot from this disk
an next reboot? e +

[HORE,..31

Fi=Help F2=Refreszh F3=Cancel Fé=Lizt

Fo=Reset FE=Command F7=Edit FB=Image

F3=5hell Fl0=Exit Enter=Do

Figure 6-2.  SMIT FastPath for alternate disk rootvg cloning
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Cloning AIX Systems to New Hardware

We are getting a lot of new machine upgrades. Most of our H-50 and below RS/6000
machines are being replaced by either H-80 RS/6000s or 6H1 pSeries machines (some
of these machines have the same CPU). Each system changeover requires using the
cloning procedures to different hardware. This is really very straightforward and easy
to do once you get the procedure down.

The first thing that you want to do is run a fresh mksysb on the current machine.
Make sure that all of the applications are stopped. Bring down all of the databases.
Get all of the users off the system and then lock out all nonroot users by creating an
/etc/nologin file. I think you get the picture: we want a completely idle system before
running the mksysb backup. You should also extract a file from the mksysb tape using
the following procedure to ensure that the backup is good. This procedure assumes
the rmt 0 tape drive is used. Restoring a single file from a mksysb tape requires the
nonrewinding tape mode (/dev/rmt0.1). This can be time-consuming, so it may help to
also make an online mksysb backup to a non-rootvg or NFS filesystem. If you use this
method, make sure that the root users on both systems can write large files and the
filesystem is large file enabled. Insert the newly created mksysb tape in the tape drive
and run the following commands:

e H#tctl-f/dev/rmt0rewind <«——— Rewind the tape
o #tctl-f/dev/xrmt0.1fsf3 <«—— Fastforward 3 records (/dev/rmt0.1 = no rewind)

® #restore -xvpf /dev/rmt0.1 ./etc/hosts <«— Extract the /etc/hosts file from tape

NOTE Do not forget the dots. If you omit the dot before /et c/hosts, the file will not be installed.

If this procedure is successful, then we most likely have a good backup. The only
way to really know if you have a good mksysb backup is to restore the system!
The next steps will guide you through the cloning process:

1. Insert the current AIX release CD-ROM, the same AIX version that the mksysb
backup was done on, into the CD-ROM drive.

Insert the mksysb tape into the tape drive.

Power down the system.

Ensure that all of the external devices, if any, are powered on.

S

Turn the key mode switch, if present, to the “Service” position (Micro
Channel machines).

6. Turn the power on.
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7.

10.
11.
12.

13.

14.

15.

(If you have a key mode switch, skip this step.) Just as the keyboard is initialized
and the beep sounds (PCI-bus machines only), press the appropriate function key,
usually F5. This tells the PCI-bus machine that you want to enter service mode.

After a few minutes, you will be prompted to define the console by entering 1
and pressing ENTER.

At the next prompt, select Start Maintenance Mode For System Recovery.
Then select Install From A System Backup.
The next option allows you to point to the tape drive that holds the mksysb tape.

At this point, the tape header information is read, and after a minute or two you
will have the option to start the restore or to Change/Show The Installation
Settings. Always select the Change/Show option to verify that the system is
planning to do what you are expecting it to do. Verify the installation disk(s)
and the language environment.

Then start the restore. You can turn the key mode switch to normal at any time,
if present.

After the installation is complete, the system will automatically get any new
drivers and filesets it needs for the new hardware from the installation CD-ROM.

Next, install the latest maintenance-level patches for your AIX version from
IBM. Even if you had previously installed the ML patches on the old hardware,
you will need to go through the process again. From the command line, enter
smitty update_all, point to the ML patch media, and press ENTER twice. You
need another reboot after the ML patches are installed.

INSTALLING LICENSED PROGRAM PRODUCTS (LPP)

Installing Licensed Program Products (LPP) can be managed using the SMIT install

FastPath or by using the installp command. It's much easier to do this with SMIT in that

SMIT will remind you of all the options associated with performing an install or updates.
You can also preview your installations and create your own bundle lists at

the same time. Running installp in the preview mode outputs important details to

standard error.

# installp -Xgap -d /cdrom/usr/sys/inst.images all

The preceding command will send standard error and standard output to the
screen, so let's save this output to the file /tmp/output with the following command:

# installp -Xgap -d /cdrom/usr/sys/inst.images all 1>/tmp/output 2>&1

Now we can vi the /tmp/output file and trim the file to a simple list of needed
filesets found under SUCCESS in the list. Give the new list file a name like /tmp/



Chapter 6:  AlX Installation and Maintenance

mylist. Cut out any fileset that you do not need, including devices (most devices are
already installed by the migration). Now preview your installation using your new list file.

# installp -Xgap -d /cdrom/usr/sys/inst.images -f /tmp/myfile 1>/tmp/output 2>&1

Next view the /tmp/output file for details. When the install previews with no
errors, then you can remove the -p option and run the installation for real.
To install everything on the CD-ROM, you can run the following command:

. . ) Install all on
# installp -ga -d /cdrom/usr/sys/inst.images -X all “——(CD-ROM

Products and maintenance will usually be installed into the LPP directory,
/usr/lpp. A separate subdirectory is created for each product, package, and fileset.

The contents of the installation CD-ROM may be reviewed by selecting List Software
And Related Information from the SMIT Software Installation And Maintenance menu
or by executing installp with the -1 option.

In the event that one or more of the applications will be installed on multiple
machines, you might want to copy the contents of the installation CD-ROM to disk for
use with an install server. Select Copy Software To Hard Disk For Future Installation
from the smitty bffcreate FastPath menu. You may also use the bffcreate command to
copy the software update to disk.

# bffcreate -qv -d'/dev/rmt0' -t'/usr/sys/inst.images' '-X' all
# smitty maintain_software

It is a good practice to make /usr/sys/inst.images a separate filesystem from
/usr so that you can recover the disk space later if needed. The filesystem can still be
mounted on /usr/sys/inst.images. Just make sure that you do not mount it over
files that you need (see the end of the section “Creating New Bootable Media and
Backups,” later in this chapter.

To install all software on the media, invoke SMIT with the install_all FastPath
name. You will be prompted for the media type, and installation will proceed using
default options. If you want to select other update options or install a subset of the
updates on the media, start SMIT using the install_latest FastPath. Use the F4 key to list
the products available on the media. Individual entries may be tagged for installation
using the F7 key.

# smit install_latest

In the previous section on installation planning, I discussed the pros and cons
of installing with COMMIT and automatically extending the filesystem. The same
arguments relate to product and maintenance updates. If you have extra disk space
to play with, electing not to COMMIT and allowing filesystem extension will make
the install smoother.

During the installation and update process, progress information is displayed
by SMIT and the installp command. SMIT will log this information to the $HOME /
smit.log file. You may wish to redirect output (both standard error and standard
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output) from installp to a file if it was invoked from the command line. Once the
install has completed, verify the status of the update.

ifor Licensing

The proper name for the licensing system is LUM, but I still refer to the license system
as ifor /LS. Anytime you install a new LPP application, you will have to deal with the
license. Examples are C and C++ for AIX. Both of these products have the license files
on the installation CD-ROM, but you must register the license with the ifor/LS server.

The first step is to ensure that you install the license fileset. If you do not, it will be
intuitively obvious when you cannot find the license file. Always refer to the installation
documentation for the procedure to install and license the product and the full path to
the license file.

The LUN, as it's called, requires a couple of filesets for the basics and a few more
optional filesets are available:

The Basics
ifor_ls.base.cli
ifor_ls.msg.en _US.base.cli

The Optional Filesets
ifor_ls.compat.cli
ifor_ls.html.en US.base.cli
ifor_ls.java.gui
ifor_ls.msg.en_US.compat.cli
ifor_ls.msg.en_US.java.gui

To configure a license server, you have two options. If you are running CDE, open
a window and type in i4cfg, and a GUI interface will appear after a minute or two
(slow Java). For an ASCII display, use the command i4cfg -script. Both commands
ask the same questions. Just follow through the questions and register your product
with the newly configured license server. There are five types of licenses: node-lock,
concurrent node-lock, concurrent-use, use-once, and compound.

Node-Lock License

A node-lock license is machine specific. In a node-lock license environment, each machine
must have its own unique license key. For this option, it does matter where the licensed
application runs; thus it cannot execute via an NFS-mounted filesystem unless the NFS
client has a node-lock license. However, if the NFS server has a node-lock license, then
none of the NFS clients will be able to run the licensed product unless also locally licensed.

Concurrent Node-Lock License

A concurrent node-lock license allows a fixed number of concurrent users to execute the
licensed product at the same time on a single machine. The same NFS client restrictions
apply as for a node-lock license.
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Concurrent Use License

A current use license allows the license to float within the network, and thus to each
of the NFS clients. One or more license servers control access to the application
throughout the network.

Use-Once License

A use-once license is used up as soon as it is consumed. One time, that’s it!

Compound License

A compound license contains a password that allows it to create more licenses as
required. This type of license is primarily used for license redistribution.

Verifying Installation with Ippchk

After a new installation or a maintenance-level upgrade (and just periodically!), you
should run Ippchk -v from the command line to verify that all of the system’s filesets
are installed properly. If you run this command and you receive any message about
BROKEN or OBSOLETE filesets, then further investigation needs to be performed to
determine the cause. The OBSOLETE state is usually because mixed AIX versions of a
fileset are installed. A BROKEN fileset could indicate a serious problem, and you may
need to deinstall and reinstall the application filesets.

INSTALLING NON-LPP PRODUCTS

It’s a good idea to keep local, public domain, and vendor products separate from
BOS directories. This will ensure that they will not be clobbered by BOS upgrades
and installations. A common practice is to create a local product filesystem called
/usr/local. Within /usr/local, create subdirectories bin, 1ib, etc, and src.
You can add these directories to the default command PATH and create symbolic
links from BOS directories, if required.

REMOVING INSTALLED SOFTWARE

When you do not need an application on the system, you can remove it through the
SMIT software maintenance utilities. Using SMIT is the easiest method. One thing to be
careful of is the requisite software for each of the filesets. I recommend that you never
set the Remove Requisite Software option to Yes. You just might have to reinstall the
entire system from a backup tape, if you have one. Always select No for Remove
Requisite Software so if you get any kind of error, you can remove the filesets one at a
time. This is an easy process because SMIT will tell you each fileset that has a requisite
dependency and you can independently determine if your system requires the fileset(s)
for anything other than the piece of software that you are removing.
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To remove installed software, just run smit, or smitty for ASCII, from the command
line. Select the first option, Software Installation And Maintenance. Next, select the
third option, Software Maintenance And Utilities. The third option in the next panel is
Removed Installed Software. The SMIT panel will be sitting at the Software Name
prompt. Press F4 to get a listing of all of the installed software on the system, or, if you
know the fileset name, enter the name of the fileset in the input field.

CAUTION The third option is Remove Dependent Software? and has a default of No. Use caution in
setting this field to Yes!

Always start out by setting the Preview Only? option to Yes and looking at what
the SMIT procedure is going to do to your system. The main point is to be very careful
removing software from your system.

APPLYING MAINTENANCE LEVEL (ML) PATCHES

The first and foremost rule of system maintenance: “If it isn’t broken, don’t fix it!”

If only it were that easy! The AIX operating system and product set is made up of a
large number of subsystems. Each subsystem contains hundreds or thousands of
components. In this not-so-perfect world, problems will crop up in many of these
objects. Try to stay as current as possible. Sometimes an ML release does not go as
planned, such as ML 7 for AIX 4.3.3. ML 8 was close to follow, and ML 9 was the last
ML release for AIX 4.3.3 as of this writing.

All the operating system and applications vendors are doing their best to drive
product error rates down. This is a very difficult task that is complicated in shared-
library environments. Think of the number of commands and subsystems that depend
on libc.a! IBM has addressed the problems encountered with the old selective-fix
strategy by packaging fixes by fileset into maintenance levels.

The AIX 5L maintenance strategy packages prereq and coreq fixes together by
fileset. A fileset is the smallest updatable unit and represents a specific function.
Maintenance levels are packaged and shipped at a frequency of three or four times
a year. AIX 5L also provides installp options. Most notable are the flags -V, which
adjusts the verbosity of status messages; -u, which provides deinstall capability for
COMMITED products; -L, which indicates which products are already installed; and
-g, which automatically installs, commits, or rejects requisite software (-g can be
dangerous!). The preferred ML installation method is smitty update_all or using
smitty alt_clone if you have alternate rootvg disks.

The rules for installing maintenance are the same as described in the previous
section on installing program products. For distributed environments, you may wish
to copy the maintenance set to disk for access from an install server. You might also
choose to build a reference system image accessible from a network install server.
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Read the maintenance documentation carefully before beginning the update.
A short description of maintenance levels or supplemental information on the media
may be displayed from smitty list_media or by using installp with the -i or -A options.

# installp -ig -d /dev/cdO all <+— Display supplemental information
# installp -gA -d /dev/cd0 all <+—  Display APAR information

Applying Versus Commiting
You do have two options for installation. You can keep a backup copy of the old stuff
by only installing the ML in an APPLIED state. However, it is extremely important that
you commit everything already on the system first!
Before installing a new ML, always run the following command:

# smitty install_commit

Take the default of ALL filesets and press ENTER twice. The COMMIT process
removes the old copies of the APPLIED product and will give you back some /usr
filesystem space, maybe not much.

Now you can install the ML patch set and reboot the system—yes, you must reboot!

# smitty update_all

Since the default is to COMMIT, you must manually set the options to install the
ML package in an APPLIED state.

e Select COMMIT Softare Updates? | No
* Select SAVED Replaced Files? | Yes

These two options are mutually exclusive and must have opposite values.

Testing Period

Test? Why test? Have you ever heard this before? Any time you are going to install a
new ML at your site, get a test/development box and install the ML patches in the
APPLIED state. Then test it for several weeks. This should give you time to find any
obvious bugs in the software update. Of course, it may not be a bug; it could be a
feature! Just having the code on the box for a few weeks does not constitute “tested.”
You have to exercise the system and all of the applications to ensure that everything
not only works but causes no additional system load or problems.

Why smitty install_commit Is So Important

Before installing any software in an APPLIED state, you should always COMMIT
everything already installed. The reason we use the APPLIED state in the first place is
to have a means of backing out of the mess created by the newly APPLIED software.



106

AIX 5L Administration

To cleanly back out, we just reject the updates using SMIT software maintenance
utilities. However, if you have other software in an APPLIED state and you need to
reject updates, and you do the deed, you may end up in a very unstable system state.
I saw a guy reject ALL updates after a screwy upgrade and he had not previously
committed everything on the system. The result was not pretty! He removed a large
portion of the operating system and application updates and went back in time two
years! Needless to say, the backup tapes were called back and he updated his resume.
Always run this before installing new software in an APPLIED state:

# smitty install_commit

Using smitty update_all

The IBM-recommended method for installing ML patch updates is to use smitty
update_all. When you use this method, the system is queried for installed filesets that
require updating and each one is automatically installed. I recommend that you first
commit everything with smitty install_commit and then use smitty update_all to
install the new updates in an APPLIED state. If you have a problem, then reject the
updates and go back to the old code. This is an easy way to keep your job.

Installing Individual APARs and PTFs

You install individual APARs and PTFs the same way you install individual filesets.
Put the installation CD-ROM in the drive and run smitty install_latest. Then press F4
to get a list of the filesets on the installation CD-ROM. The F7 key selects each fileset
and pressing ENTER performs the install. You should always install APARs and PTFs
in an APPLIED state, just in case.

Rejecting Updates

When things go bump after an update, you can easily back out if you followed our
procedure. The first thing you should do after you install the latest ML and find a new
problem is to call IBM AIX Support at 1-800-CALL-AIX and let them help you debug
the problem before you reject any updates.

If IBM could not fix the problem, your last course of action is to reject the updates.
If, and I mean if, you previously committed all of the software before updating the
system, we can just reject the new updates and the old version will be put back in
place. If you did not previously commit everything, you may still be able to recover,
but you will have to pick out exactly the fileset(s) that you want to reject. Having to
pick and choose can be a nightmare, and you should probably go ahead and call back
the backup tapes, just in case.

To reject updates, enter smitty software_maintenance on the command line.
Select the second option, Reject Applied Software Updates. You will be prompted
for Software Name. You have two options: press F4 for a list and use the F7 key
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to select each software component to reject, or just enter ALL to reject all software
in an APPLIED state.

POST INSTALLATION AND MAINTENANCE TASKS

With the installation or maintenance process complete, there is still a bit of tidying up
to be done before making the system available for use. A new installation requires that
you set default system and environment variables. If you installed over an existing
system, you will need to restore the previous environment. Product updates or
maintenance will require testing before committing or rejecting the update. Finally,
create new stand-alone media and take a fresh backup of the new system. A clean
snapshot can be used as a reference point for installing additional machines or as a
fallback should problems arise in the future.

Review Install / Update Status

Review the status of software product and maintenance updates using List All Applied
But Not Committed Software from the smitty installp menu or by invoking Islpp from
the command line.

# 1lslpp -h bos.rte <4—Display LPP history

Fileset Level Action Status Date Time

Path: /usr/lib/objrepos

bos.rte

5.1.0.0 COMMIT COMPLETE 07/26/01 17:52:34
Path: /etc/objrepos
bos.rte

5.1.0.0 COMMIT COMPLETE 07/26/01 17:52:34

LPP software can be in one of the following states:

e APPLY Fileset was being applied.

e COMMIT Fileset was being committed.

e REJECT Applied fileset was being rejected.

e DEINSTALL Fileset was being removed from the system.

e CLEANUP Fileset cleanup follows failed APPLY or COMMIT.

In the event of problems with the update, invoke cleanup and reinstall. LPP cleanup
can be executed from smitty cleanup or via the installp -C option. Installations using
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SMIT or the installp command will normally perform any cleanup automatically in
the event of a failure.

# smitty cleanup
# installp -C <Fileset>

Restoring Your Environment

Setting default system environments is a final step for the installation paths described
thus far. This involves setting or validating the default language, time zone, console type,
number of licensed users, and number of virtual terminals. IBM has kindly provided a
SMIT FastPath that addresses each of these variables. With root permissions, invoke

the SMIT system FastPath.

# smitty system

In a networked environment, you will also need to set your network interface
address and characteristics.

Set the root account password. The default installation does not provide a
password for root. Need I say more?

Restore any configuration tables from the previous system, and reimport any
volume groups exported as part of the preliminary installation planning.

# importvg -y <VGname> -V <MajorNumber> <PhysicalVolume>

You can also use the SMIT FastPath smitty importvg and remember to restore the
ownership of the logical volume devices if needed. The Major Number will be assigned
by the system if it is omitted. You will need to supply a Major Number if you are
running HACMP and servers share the same disk(s).

Creating New Bootable Media and Backups

Next, make sure you have multiple copies of stand-alone bootable media that reflect the
new system’s install and maintenance level. Notice I said multiple copies. I must admit
that I have been bitten more than once having only a single copy of some crucial bit of
data. Create a backup image of the new rootvg on tape using the mksysb command.
These tapes can be used to recover from a disk failure or be used to install additional
machines. Begin by using the mkszfile command to create an /image .data file. This
file contains descriptive information about the filesystems in the rootvg. Edit this file so
that it contains only those filesystems you wish to include in your reference set. Use the
following procedures to create the backup and bootable images. When booting from
the stand-alone tape, the AIX Install/Maint shell is executed, which will guide you
through the restoration process.

To create a bootable backup tape:

1. #mkszfile <——— Createanew /image.data file

2. #tctl -f /dev/rmt0 rewind <«—— Rewind tape
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3. #mksysb /dev/rmt0 Create backup.

4. #chdev -1 rmt0 -ablock_size=<blocksize> Reset tape block size.

DISTRIBUTED SYSTEM INSTALLATION

If installing or updating a single system isn’t problem enough, think about repeating
the process over and over again in a multisystem environment! In many cases, these
systems represent both disk and nondisk configurations.

NFS Installation Support

In networked environments with existing AIX systems, copy product and maintenance
images to a file system, /inst.images. NFS export this filesystem to each of the
remote sites. This method requires repeating the installation process on each machine.
It provides the capability of individually tailoring the update on each system.

Creating a Reference System

To minimize the amount of time and work required to update multiple disk systems,
create a single reference system image that can be cloned on each machine.

1. Update and tailor one system that represents your base configuration.

2. List the filesystems that you do not want to back up in the /etc/exclude
.rootvg file and run the mksysb with the -i and -e options.

# echo /inst.images >> /etc/exclude.rootvg
# mksysb -1 -e /inst.images/image_name

3. In nonnetworked environments, direct mksysb output to portable media.
If network access is available, direct the output image to a filesystem,
/inst.images.

4. Create a Network Install Manager in networked environments with NFS and
TCP/IP support.

Network Install Manager (NIM)

Network Install Manager (NIM) facilitates central management of software installation
and maintenance across all AIX machines participating in a distributed networked
environment. How was that statement for an intro? NIM can also customize, boot,

and run diagnostics remotely on each of the NIM-managed workstations. NIM is
TCP/IP-based, using the BOOTP, TFTP, and NFS protocols to distribute boot images
and software to each NIM client. NIM can be used over any network that supports the
TCP/IP protocol and can support multiple network interface types on the central server.
As you might guess, NIM is a very complex tool, but there is an Easy Setup SMIT
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option that uses the most common setup for configuration, smitty nim_config_env.
The Easy Setup is great, but we need to add in more details for the novice to get started.

1. First, create a /tftpboot filesystem before running smitty nim_config_env.
To create the /tftpboot filesystem and install the NIM software, use the
following command sequence:

mklv -y 'lvtftp' rootvg 1

crfs -v jfs -d 1lvtftp -m /tftpboot -A yes

mount /tftpboot

chfs -a size=120000 /tftpboot

df -k /tftpboot

installp -gaX -d <device> bos.sysmgt..nim.master
bos.sysmgt.nim. spot

HH+ H H H H I

# smitty nim_config_env

2. Create a /tftpboot filesystem and install the NIM filesets using the
preceding command sequence.

1 aixterm - 10] %]

Metwork Installation Hanagement

Mowe curzor to desired item and press Enter,

o I
Perfarm
Perform NIN Administration Tasks
Create IPL ROM Emulation Media

Fl=Help F2=Refreszh F3=Cancel Féa=Image
F3=Shell Fl0=Exit Enter=Do

3. Configure the NIM Master from CD-ROM using smitty nim_config_env.
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xterm

Hove cursor to desired item and press Enter,

a |
Hdvanced Configurati

Fl=Hzlp F2=Refresh
Fo=5hell Flo=Exit
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F3=Cancel
Enter=[o

Configure the NIM Envirorment

Fa=Inage
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Define the client machine(s) using smitty nim_mac.

Create a mksysb image and define a mksysb resource using smitty nim_res.

Install a stand-alone client from the mksysb image using smitty nim_bosinst.

Boot the client.

Configure a Basic NIM Environment (Easy Startup)
Type or select walues in entry fields,
Press Enter AFTER making all desired changes,
[TOP] [Entry Fields]
Initialize the NIN Haster
ol rinary Network Inte or the NIM Haster 8=}
Basic Installation Resources:
® Input device for installation images [1
% | PP_SOURCE Mame [1pp_sourcel]
® | PP_SOURCE Directory [/exports lpp_source]
Create new filesystem for LPP_SOURCE? [ye=]
Filesystem SIZE {MB} (6501
WOLUME GROUP for new filesystes [rootvg]
® SPOT Name [=pati]
® SPOT Directory [Aexports/epat]
Create new Filesysten for SPOT? [yes]
Filesustem SIZE {MB} [350]
VOLUME GROUP for rew filesusten [rootug]
Create Diskless/Dataless Machine Resources? [rol
Specify Resource Name to Defines
ROOT  {required for diskless and dataless) [rootl]
IUMP drequired for diskless and dataless) [dumpl]
PAGING {required for diskless) [pagingll]
HOME {optional} [homel]
SHARED_HOME {optional? [zhared_honell
THP {optional} [tmpl]
Diskless/Tataless resource directory [/export/dd_resourcel
Create new filesysten for resources? [yes]
Filesustem SIZE CMBY [150]
WOLUHE GROUP for new filesysten [rootwg]
Define NIM Suystem Bundles? [yes]
[MORE...71
Fl=Help F2=Refrash F3=Cancel Fd=List
Fo=Reset FB=Cammand F7=Edit F8=Inage
Fo=Shell Flo=Exit Enter=la

=] B3
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An NIM environment is composed of two system types: an NIM master and one or
more NIM clients. An NIM master centrally orchestrates all the management functions
for the NIM clients in the network. The master server must be a stand-alone workstation
with sufficient storage resources to provide boot images and shared product object trees
(SPOT) for all managed clients. The NIM master server must be installed with the AIX
network and sysmgt filesets required for NIM operation. There is only one NIM master
per set of clients. NIM clients may be any mixture of diskless, dataless, and stand-alone
workstations with network connectivity to the NIM master.

NIM supports three types of clients:

e Stand-alone Machines with local copies of AIX and LPPs

e Diskless Network filesystems, paging, and dump; bootstrap ROM for
network boot

e Dataless Network filesystems; local paging and dump; bootstrap ROM for
network boot; better performance than diskless configuration

The AIX filesets that make up NIM support are bundled in bos.sysmgt.

The bos.sysmgt.nim.master fileset is used to build the NIM master server. The
bos.sysmgt.nim.client fileset is installed on each of the stand-alone NIM clients.
The fileset bos.sysmgt.nim.spot is used to create SPOT filesystems for NIM
diskless and dataless client types.

The NIM master stores information required to identify each managed client and
network type as an object in an ODM database. This is where most of the difficulty
comes in managing a NIM environment. Commands are supplied to list, update, and
verify NIM ODM objects and relationships; but in practice, fencing with the ODM is
not quite as straightforward as working with human-readable tables. The NIM master
must maintain relationships that link machine objects to network objects, network
objects to network objects (routing), and machine objects to machine objects. Common
NIM commands used to update and verify NIM ODM objects and relationships
include nim, nimconfig, nimclient, and Isnim.

My recommendation is that you use SMIT to configure and manage NIM; you can
use the Web-based System Manager, but it is a Java pig and is very slow to use. The
SMIT panels do a much better job in reminding you of all the attributes that must be
associated with NIM objects to ensure that proper object-to-object relationships are
maintained. Go ahead and use Isnim to do a quick check of ODM contents, but use SMIT
to do the rest. I'll use SMIT in the following treatment of setting up an NIM environment.

For Information and Support
e 1-800-CALL-AIX
e 1-800-IBM-4FAX
e 1-800-237-5511



For Problem Support

IBMlink.advantis.com

For Maintenance Level and History

oslevel
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Internet telnet IBMLink

AlX 3.2.4+ version and release level

uname -v -r

Display version and release level

1slpp -a -h <product>

List maintenance history

For Packaging

Fileset Specific function software set

Package Common function filesets

Licensed product Distribution package sets

Bundle Group of filesets, packages, and maintenance

For Backup rootvg

mkszfile

Create image .data file for mksysb

mksysb /dev/rmtO0<<t>>

For Maintenance Installation

smit install

Back up rootvg to tape

Base install panel

smit install_latest

Selective install panel

smit install_all

Install ALL products

bffcreate -qv -d <media> - f <disk-path> Copy maint to disk

installp -ga -d <media-path>-Xall APPLY updates
installp -rB -Xall REJECT updates
installp -c -g-Xall COMMIT updates

Installp -u<fileset>

DEINSTALL a fileset

installp -C<fileset>

For NIM

smit nimconfig

CLEAN UP failed install

Configure and start NIM master

smit nim_mknet

Create NIM network objects

smit nim_mkroute

Define NIM network routes

smit nim_mkmac

Create client network object

smit nim_mkres

Create Ipp_source

smitnim_alloc

Create bos.inst resources

lsnim

List NIM-defined objects

bootinfo -g

Check IPL ROM emulation

bosboot -r

Create IPL ROM media

113
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smit nim_alloc

Create bos_inst resource on client

smit nim_perms

Set master push permission

smit nim_mac_op

Select client and resource

smit nim_mkgrp

Create a NIM client group

smit bos_inst

Push install stand-alone client

smit nim_install

Pull install from client

smit dksl_init

Initialize diskless client

smit nim_mac_opp lppchk

Verify installation

smit nim_backup_db

Back up NIM configuration

smit nim_restore_db

Restore NIM configuration

smit nim_client_op

Remotely operate a NIM client

smit nim_unconfig

CHECKLIST

Unconfigure NIM master

The following is a checklist for the key points in installation and maintenance:

O Follow the installation guide carefully each time you install AIX.

O Configure operating system and production filesystem configuration to get
the best performance from the disk space.

O Preinstall parts of the basic operating system (BOS) and product runtime
environments on the system, if you are installing a brand new P-Series or

RISC System/6000.

O Manage the installation of the Licensed Program Products (LPP) by using
the SMIT install FastPath or by using the installp command.

When you do not need an application on the system, you can remove it

Set default system and environment variables for a new installation.

Identify distributed system installation procedures.

O Monitor the installation of non-LPP products.
O
through the SMIT software maintenance utilities.
O Apply maintenance level (ML) patches.
O
O
O Identify DocSearch keywords.
O

Identify software install/maintenance information and support procedures.
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complex series of system checkouts and initialization tasks are executed. The only

outward sign of this activity is the play of numbers across the console or the LED
display on the front panel. This system startup process is what you might be familiar
with on other UNIX systems as bootstrapping. Bootstrapping a POWER AIX system
involves a hardware initialization phase followed by AIX kernel initialization. IBM
refers to the hardware phase as Read Only Storage Initial Program Load (ROS IPL) or Read
Only Memory IPL (ROM IPL). In the discussion that follows, you can interchange ROM
for ROS if you find it confusing. You may find that the terms IPL and boot are often
used interchangeably in many of the IBM documents. Since IPL conjures images of
370/390 MVS or VM architectures and boot is more common in UNIX circles, I'll tend
to use boot in the remainder of the chapter.

It’s important that the system administrator be familiar with the sequence of events
that are taking place under the system unit cover at boot time. Understanding the
system startup flow of control will assist you in diagnosing hardware and configuration
problems when they occur. Notice that I said, “when they occur!”

Each time you power up your pSeries, RS/6000, or Itanium-based system, a

BOOTING THE SYSTEM

AIX may be started in one of three ways:

1. Normal boot
2. Stand-alone boot
3. Network boot

The normal boot is a boot from a local disk, or set of local disks. The system is
initialized with runtime kernel. Set the key mode switch in normal position (if present)
and boot the machine. When booted, the multiuser normal mode of operation is resumed.

The standalone boot is similar to the normal boot, but the system is brought up with a
single-user maintenance, install, or diagnostic mode kernel. The system is booted from
local disk, CD-ROM,, or tape. Set the key mode switch to the service position (if present).
If your machine does not have a key mode switch, you must press the appropriate
function key (usually F5 or F6) just after the keyboard is initialized and the beep is
sounded. Standalone boot is used when installing software or performing maintenance
or diagnostics (see the section “Standalone Boot” immediately following this section).

With the network boot, the boot information and kernel are provided by a network-
based file server. ROS broadcasts a boot request packet to locate a boot server. The reply
packet from the server indicates how to load the boot image from the server. The boot
kernel and filesystem are copied from the server via TFTP. Note that the network boot
on older Micro Channel systems may require IPL ROM emulation.

Once the boot kernel and file system are loaded, generally the same steps are
followed in all three modes to initialize a runtime AIX kernel. Assuming that the
system is configured correctly, normal and network boot proceed with bringing AIX



Chapter 7:  AIX System Boot and Shutdown 117

up to multiuser mode after power-on without additional intervention, the exception
being boot for installation or maintenance purposes. The boot sequence of events is
outlined in “Boot Sequence of Events” later in this chapter.

Standalone Boot

In the event of a system problem, or when required for AIX installation or maintenance,
you may need to start the system in standalone mode. In standalone mode, the system
runs the boot kernel and provides minimal access to the volume groups and file systems
on disk. Booting the system in standalone mode will assist you in recovering corrupted
system configuration files and file systems.

Here is the standalone boot procedure:

1. Set the system key in the service position if it is a Micro Channel machine.
For PCI-bus machines, press the appropriate function key for your model,
usually F5 or Fé (or 5 or 6 on ASCII terminals)..

Insert a CD-ROM or tape containing a boot image and power on the system.
When prompted, select the console display.

Select Start Maintenance Mode For System Recovery.

Select Access A Root Volume Group.

Select the volume group number.

Select Access This Volume Group and Start A Shell.

CREATING BOOTABLE MEDIA

In order to boot AIX, a boot image or bootstrap kernel must be available on one or
more boot devices specified by the boot list stored in nonvolatile system RAM
(NVRAM). ROS boot code will attempt to access each device in the list until a valid
boot device is found from which to load the boot image. The machine will boot using
the first boot image found in the boot list.

The boot device characteristics and the location and size of the boot image on the
device are described by a boot record. The boot record may be added to the beginning
of the boot image, or in the case of a disk device, the boot record is written to the first
sector of the disk. The boot image and file system may or may not be compressed to
save space and access speed.

NSO D

Configuring the Bootlist on Micro Channel Machines

At system startup, the ROS boot code will attempt to access boot devices from a list of
boot devices stored in NVRAM. The boot list can be tailored or recovered by invoking
the bootlist command. Here are some examples:

# bootlist -m normal -o <+——— To see the current boot list before you change it
# bootlist -m normal hdisk0 hdiskl <+——— Change boot list for a mirrored rootvg
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# bootlist -m normal ent0 bserver=128.95.132.1 \
gateway=128.95.135.100 client=128.95.135.10 cd0
# bootlist -m normal hdisk0 hdiskl

NOTE When the boot server and the client are on the same subnet, the gateway can be identified
as gateway=".

Separate lists are maintained for normal boot, service boot, and previous boot.
Valid AIX 5L boot device types are listed in Table 7-1. Device drivers for each of these
device types are available in NVRAM.

Configuring the Boot-List on PCI-Bus Machines

Not all PCI-bus machines support setting a service mode boot list. To check if your
PCI-bus system supports setting the service mode boot list, run the following command:

# bootlist -m service -o ¢ Check current boot list before you change it
# bootlist -m service -o cd0 rmtO0 hdiskO <+— Change to boot list

If you receive the following error message, then your machine does not support this
bootlist command option:

bootlist: Invalid mode (service) for this model

There are three methods you can use to set the boot list. The bootlist command is
the easiest method. You can also use the System Management Services (SMS) programs
by pressing the F1 key during the initial boot process. The diag facility, which is part of
the bos.rte.diag package, has an option to set the boot list also.

The older RS/6000 machines that do support setting a service mode boot list have
two separate boot lists, default and custom. The default boot list is for normal booting.
This default boot list is used when you press F5 or Fé just after the keyboard is initialized
and the beep is sounded. The custom boot list is a device list created by using the

Boot Device Medium
fdXX Diskette
hdiskXX Disk

cdXX CD-ROM
rmtXX Tape
entXX Ethernet
tokXX Token ring
fddixX FDDI
Table 7-1.  Boot Device Types
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bootlist command, the diag facility, or the SMS menu during boot. All other PCI-bus
machines have an additional customized service boot list. You set up this boot list using
the bootlist command with the -m service option. After you set up the service boot list,
you use the F5 and F6 functions keys during the boot process. Use F5 to use the default
service boot list and use F6 to boot from the customized service boot list. You will also
see some differences with various models. As always, refer to the User’s Guide for
your particular model. You can find this information online at the following URL:

http://www.ibm.com/servers/eserver/pseries/library/hardware_docs/

Service Processor

On pSeries and newer RS/6000 models there is an extra processor known as the Service
Processor. In reality, the Service Processor is firmware that is not part of the AIX operating
system. The purpose of the Service Processor is to continuously monitor the system
for failures and allow for system reconfiguration. The Service Processor provides the
following functions:

®  Access from local or remote ASCII terminals

* Console mirroring for dual support

e Control menus call-out failure reporting, aka, Call Home

¢ Remote power on

* Unattended start after power failure

* Remote power off/reboot

*  Mutual surveillance with the system processor

¢ Updatable control firmware

e Extended progress and error indicators

The Service Processor menu provides the following top-level options:

Main Menu

. Service Processor Setup Menu
. System Power Control Menu
. System Information Menu

1
2
3
4. Language Selection Menu
5. Call-In/Call-Out Setup Menu
6. Set System Name

9

9. Exit from Menus

To gain access to the service menu, you power the system on and press ENTER
twice, or you can access most functions through the diag command.

When you initially power on a system with a Service Processor, it will not
automatically boot. You first need to press ENTER twice to gain access to the Service
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Processor menu. Select option 2 from the menu, System Power Control Menu, and
select Power On The System. After this step, the boot procedure is just like for any
other system.

There are other options for the Service Processor. You can set up the Call Home
functionality that will dial out to IBM support in the event of a detected system failure.

BOOT SEQUENCE OF EVENTS

What happens when you boot an AIX machine? There are five basic steps that take
place during the boot process:

1. POST—Hardware is checked and initialized.

2. The Boot Logical Volume (BLV) is located using a boot list.
3. The BLV is loaded, and control is passed to the kernel.
4

. The system devices are configured using different options to the cfgmgr
command.

5. The init process (PID = 1) is started, and the /etc/inittab file is processed.

Entering into Maintenance Mode

There are several ways to get into maintenance, and the task you want to accomplish
determines the process required. Running a filesystem check or some network adapter
reconfigurations requires maintenance mode at the local disk boot level. For major system
diagnostics, you need to boot into maintenance mode using the diagnostic CD-ROM
supplied with your system. To clone your system or to upgrade your system to a
newer AIX version or release, you need to boot the system using the installation media.

Key Switch on Micro Channel Machines

All Micro Channel RS/6000 machines have a key switch that has three switch
selections. The normal position is for normal multiuser operation. The secure position is
used to lock down a running system or to disable booting a powered-down system. If
the system is running, you can place the key switch in the secure position and disable
accidentally rebooting the system by disabling the reset and power buttons. If the key
switch is in the secure position when the system is powered on, then the boot process
will quickly stop at the LED code 200. The system will not boot until the key switch in
moved to the normal or service position.

The service position is used to boot the system into maintenance/diagnostics mode
and to unlock the internal lock that prevents you from opening the chassis case to access
the hardware on some models. If you do not have the key to the system, you cannot
upgrade the operating system, open the chassis to work on the hardware, or run
diagnostics on the system. If you lose the key, your only option is to call IBM support
at 1-800-IBM-SERYV and have a CE come to your site and replace the entire assembly.
By the way, replacing the key switch is not cheap!
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Entering Maintenance Mode on PCI-Bus Machines

The PCI-bus pSeries and RS/6000 machines do not have a key switch. You enter
maintenance mode on a PCI-bus machine using the appropriate function key for your
model. The function keys that control the boot process are F1 to get to the System
Management Services (SMS). In SMS you can change the system bootlist and control
other boot options and query the hardware configuration. Function keys F5 and Fé
control booting into maintenance mode. (Not all RS/6000 machines support a service
mode boot list; see Appendix A.)

The trick is in the timing. The appropriate function key must be pressed just after
the keyboard is initialized and the beep is sounded and before the icons disappear
from the screen. The timing presents a problem on machines that have energy-saving
monitors that power down to save the screen and to save power. If you have one of
these monitors, do not wait for screen to come alive and the icons to appear. Just start
pressing the F1, F5, or F6 key from a graphics console or the 1, 5, or 6 key from a tty
console (do not press a following ENTER key) as soon as the beep is sounded. If you
miss the timing window, then you will have to reboot the system and start over.

THE AIX BOOT PROCESS

The boot process in AIX is an extensive and complex process. All of the hardware is
check out and initialized. The system first does a power-on self-test (POST). Next the
bootstrap image is located. Then the boot list is searched for a valid boot image. The
boot logical volume (BLV) is loaded into memory and a RAM disk is created with the
root filesystem mounted on the RAMDISK. The Configuration Manager (cfgmgr)
executes different boot phases, and finally the init process is started and the
/etc/inittab file is processed.

One of two types of boot is performed depending on the value of the system-reset
count: cold boot and warm boot.

Built-in Self Test—BIST

The BIST is for older Micro Channel machines. A cold boot is started each time the
computer is turned on. If the model is equipped with an on-card sequencer (OCS), the
OCS performs a built-in self test (BIST) of the processor complex. The OCS fetches seed
and signature patterns from ROM to test and validate each processor component. The
seed pattern is sent to a common on-chip processor (COP) resident on each of the
processor chips. Test results are compared with the signature data. The BIST performs
the following functions:

1. Initializes and tests COPs and embedded chip memory
2. Tests AC/DC logic
3. Initializes and resets hardware for ROS IPL



122

AIX 5L Administration

A warm boot occurs when the reset button is pressed on a running system or
initiated via software control. For example, a warm boot results when the reboot
command is executed at runtime. The BIST phase is bypassed during a warm boot.
Processor memory, cache, and registers are reset, and the system branches to the warm
boot entry point in ROS.

Power-On Self Test—POST

When the machine is powered up, the hardware is verified and the system hardware
is initialized. This hardware checking and initialization process is called power-on
self-test (POST) and is the first task in starting a PCI-bus machine. During the POST
process, we initialize memory, keyboard, communications, and the audio. During this
process, you will see the icons appear across the screen. This is the same part of the boot
sequence when you press the appropriate function key to activate a different boot list.

ROS Initialization

After the POST processing, the bootstrap code is located and loaded. The first 512 bytes
of the boot sector contain the bootstrap code. The bootstrap code is loaded into RAM
during the boot process. This part of the boot sequence is controlled by the System
Read Only Storage (ROS) stored in firmware. The ROS Initialization process is invoked
when hardware events trigger a system reset. Normally, this occurs when you turn the
system on or press the reset button. Resets also occur in the event of a hardware failure
or machine check. Since you can run other operating systems on a pSeries or RS/6000
platform, the System ROS is not part of AIX because you may be running Linux. The
System ROS just brings the hardware to life.

Bootstrap Startup

After POST the System ROS loads the bootstrap code, this code takes control of the
boot process. Booting into AIX, the bootstrap code next locates the boot image, or Boot
Logical Volume (BLV), in the boot list and loads the BLV into memory. The BLV is
compressed, so it is mostly referred to as a boot image. In normal operation the BLV
will reside on a local hard disk. In a NIM boot sequence, the BLV is loaded over your
network. The network can be a local LAN or a distant WAN. At this point, control is
passed to the BLV, and the AIX kernel takes over the control of the boot process.

AIX Kernel Boot Control

The BLV contains four components: the AIX kernel, an reduced ODM, a rc .boot file,
and all of the required boot commands. The AIX kernel, which manages memory,
processes, and devices, is loaded from the BLV.

The AIX kernel first creates a RAM filesystem with mount points /, /usr, and
/var. The /etc, /dev, and /mnt directories are subdirectories in the root “/”
filesystem. The root volume group is not yet accessible at this point, and the AIX kernel
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is still using the BLV loaded in RAM. In the next step, the kernel starts the init process
(PID = 1), which is retrieved from the BLV. At this point, the init process takes over
control of the boot process.

Steps to get to Kernel Control

e Retrieve boot device list from NVRAM.
e Locate boot device from list.

e Load and validate boot record.

* Load boot image into reserved RAM.

e Pass control to boot kernel.

Boot Sequence for the init Process

The init process is now in control of the boot process. The init process executes three
phases of the boot process by invoking the rc.boot command with 1, 2, and 3 as command
augments. Each of these three phases takes on certain responsibilities. The first phase
initializes the hardware to get the system booted. The second phase mounts the filesystems
as a RAMFS, or RAM filesystem. The third phase completes the hardware configurations
and starts the init process, and then the /etc/inittab file is read and processed.

Phase 1 of rc.boot

The first rc.boot phase is with the command rc.boot 1. This first phase initializes only
the devices required to get the system booted, but not all devices are configured during
the first phase. The restbase command is executed and copies the ODM in the BLV to
the RAM filesystem. If restbase completes without error, the LED display will show
510. If the restbase command fails, the LED display will show 548. In the next step, the
Configuration Manager (cfgmgr) is run for phase 1, cfgmgr -f. The cfgmgr command
queries the ODM for the objects in the Config_Rules class and executes anything under
the Phase 1 stanza. This step configures only the devices needed to get the system booted.

Phase 2 of rc.boot

The init process next starts rc.boot phase 2 by executing rc.boot 2. During this boot phase,
the LED display will show 551. In this second phase, the root volume group (rootvg) is
varied online with the ipl_varyon command. If the ipl_varyon command completes
successfully, the LED display will show 517. If the ipl_varyon command fails, then the
LED code will show 552, 554, or 556 and the system stops. If the ipl_varyon command
succeeds, then a filesystem check (fsck) is performed on the root filesystem, which is
the hd4 logical volume. If the fsck fails, the LED display will show 555. After a successful
filesystem check, the /dev/hd4 logical volume is mounted on the RAM root filesystem.
If the mount fails, the LED display will show 557 and the system stops. This LED code
usually indicates a corrupted JFS log.
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Next, in order, filesystem checks and mounting are done on hd2 (/usr), hd9var
(/var) and paging (hdé6). If the hd2 mount fails, the LED display will show 518, the
boot process ends, and the system stops. When the /var filesystem is mounted, the
copycore command checks the system to see if there has been a system dump since the
last reboot. If a system dump is found, the copycore command copies the dump from
hd6 (paging space) to /var/adm/ras. If there is not enough filesystem space, you will
be prompted to copy the dump to a tape device. However, the system can be configured
so that this will not stop the boot process to prompt for the dump tape (see sysdumpdev
command). At this point the paging space, hd6, is ready for mounting.

In the rc.boot phase 1, rc.boot 1, all of the base devices needed to get the system started
were configured in the ODM of the RAM filesystem. We need to copy these device
configurations to disk. The cp Cu* /mnt/etc/objrepos command copies the ODM data
to disk. At this point, both copies of the ODM, hd4 and hd5, are synced.

Up to now, there has not been a console available to view the boot progress, only
LED display codes. All of the boot information has been written to a special boot log
file. To view the system boot log, you must use the alog command.

# alog -t boot -o

Using this command, you can view the entire boot process log.

All of this has been done in the RAM filesystem so far. In AIX 5L, the access to the
RAM filesystem was changed. To access the RAM filesystems, the prefix /. ./ is added,
for example /. . /usr to access the /usr mount point in the RAM filesystem.

The RAM filesystem is no longer needed, so the kernel replaces the init in the BLV
with the init in / (the hd4 logical volume is mounted as the root filesystem), then clears
the RAMDISK from memory.

Phase 3 of rc.boot

In this final step, the /etc/init is started and init goes through the /etc/inittab file
and executes each entry for the run level for which we are booting, the default is specified
on the first line of the /etc/inittab file. The default run level in AIX is run level 2.
The LED display will show 553 while the /etc/inittab file is being processed. While
processing the /etc/inittab file, rc.boot is called for a third time (rc.boot 3).

In re.boot phase 3, fsck is run on the /tmp filesystem and is mounted. Next the root
volume group is synchronized using syncvg roovg. In the final part of rc.boot 3, the
cfgmgr command is executed again and configures all of the remaining devices on the
system that were skipped in rc.boot phase 1. For a normal boot, cfgmgr runs with the -p2
switch, for Configuration Manager phase 2. For a service boot, the cfgmgr command runs
with the -p3 switch for Configuration Manager phase 3. Depending on the command switch
provided to the cfgmgr command, the ODM is queried for the Config Rules ODM class.
For cfgmgr -p2, the methods under the phase=2 stanza are executed. For cfgmgr -p3, the
methods under the phase=3 stanza are executed. After the methods are executed, all of
the remaining system devices that were skipped in rc.boot phase 1 are configured.
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The system console is defined and activated in the next step with the cfgcon
command. There are four possible LED display values associated with the console
definition. If the console is not configured or there are multiple tty definitions, then c31
is displayed and a menu is displayed for you to define the console. If the console is
found to be a low-function terminal, 1ft (graphic), the LED display will read c32. If the
console is found to be a tty, the LED will display ¢33, and if the console is a file, then
¢34 is displayed.

If your system is set to use the Common Desktop Environment (CDE), then CDE is
started and you will see a graphical boot. You can also configure CDE so that the boot
process is not graphical, but the operation mode is graphical. This is the way I always
configure a machine running CDE. I run CDE this way because I have had machines
act strangely and for various reasons the graphical boot did not start. To get around
this, I just configure CDE to start only at the login prompt and with an ANSII boot.

The final step is synchronizing the ODM in the BLV with the ODM in the root
filesystem, /etc/objrepos. The savebase command accomplishes this task.

We still have a few more steps. The syncd daemon is started, and all of the data in
memory is written to disk. Next the errdemon daemon is started. This is the process
that writes to the system error log. After this, you will not see any more LED display,
unless the system crashes, and then you see flashing 888!

The /etc/nologin file is removed from the system, if it exists. This is a nice tool to
lock out all nonroot users from the system. If you forget to remove the /etc/nologin
file, it will be removed for you. However, you may want to keep users locked out if
you are doing maintenance, so remember to create another one after the reboot. If the
hardware configuration has changed or is out of sync with the ODM, then you will see
a message during the boot to run diag -a. You can run this on a live and active system,
since it is just cleaning up the ODM.

The final message on the console is System Initialization Completed. At this point,
rc.boot 3 ends execution, and the rest of the /etc/inittab file is processed.

FAST BOOT ON MP MACHINES WITH
MPCFG COMMAND OPTION

Booting a multiprocessor machine with a large amount of memory and a bunch of
devices can take a very long time. I have a pair of J-50s with about 350 SSA disks in an
HACMP cluster. It takes 45 minutes to do a fast boot, and that is not even counting the
time it takes to start the HACMP-controlled applications. That time is doubled if the
fast boot is not set. IBM knows about this and has supplied the mpcfg command. (The
mpcfg command works only with multiprocessor machines that have Micro Channel
I/0.) To always have a multiprocessor system fast boot (in relative terms), add the
following command to the /etc/inittab file:

fastboot:2:once: /usr/sbin/mpcfg -cf 11 1 >/dev/console2>&l # Fast boot
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or from the command line, you can run this command:

# mpcfg -cf 11 1 <«——— (That's eleven space one)

The mpcfg command is good for only one reboot, so I make an entry in the
system’s /etc/inittab file.

STOPPING THE SYSTEM

Like all things in life, runtime must come to an end, but the business will never
understand. To restart the system, you can use the shutdown or reboot command to bring
services and the system offline gracefully. First stop all of your databases and applications! In
AIX, you can create a file called /etc/rc. shutdown. If you have applications that you
want to always stop before a system shutdown or reboot, put the commands or script names
in this file. However, if any command in the /etc/rc. shutdown returns a nonzero exit
code, the shutdown is aborted! This is a nice tool to gracefully bring the system down,
but just one little failure, or nonzero exit code, will cause the system to abort the shut-
down and continue running. This can cause some problems, especially for automated
reboots. You may also end up with a partially stopped application that is not usable.
So use caution! However, you can add an exit0 to the end of the rc.shutdown script.

The shutdown command supports a number of flags to control how the system
is to be brought down. By default, it will warn users, wait one minute, terminate
active processes, sync the file systems, and halt the CPU. You may indicate that
the system is to be immediately restarted after shutdown by using the -r flag or by
invoking the reboot command.

# shutdown -m +5 <4— Shut system down to single user in 5 minutes
# shutdown -r <4— Shut down and reboot

# shutdown now <4— Shut down immediately without rebooting

# shutdown -r <4— Reboot now

# shutdown -Fr <+— Reboot now without any user warning

# shutdown -r now <+— Reboot now and warn the users

# shutdown -k <4— Avoid shutting down the system

TROUBLESHOOTING

The RS/6000 is very good about checking its hardware during the power-on self-test
(POST) at power-up time. Keeping track of the LED information during system
power-up will assist you in debugging hardware problems. If the system boots up,
check the error report first! If you suspect hardware problems or the system won't
boot, use the pSeries or RS/6000 diagnostic programs to assist in determining the
failure. The diagnostic programs may be run in standalone mode or in concurrent
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mode with AIX online using the diag command. For concurrent mode operation, as
superuser enter the diag command and follow the menu instructions. Standalone mode
is similar to booting from tape or CD-ROM as described previously.

1. Set system key in service position (if present).

2. Insert a CD-ROM disc or a tape containing a boot image and power
on the system.

3. When prompted, select the console display.
4. Select Start Maintenance Mode For System Recovery.

5. Select Access Advanced Maintenance Mode Functions.

ITANIUM-BASED SYSTEM BOOT

New to AIX 5L is the ability to run on Itanium-based machines, which are 64-bit Intel
processors. There are four differences between the boot processes on the POWER
systems and on the Itanium-based machines.

1. The Read Only Storage (ROS) on the POWER systems is replaced by a common
PC BIOS and an Extensible Firmware Interface, or EFI, which provides a
common standard interface between the system firmware and the operating
system. This new standard was created by Intel.

2. The firmware on the POWER systems provides the System Management
Services (SMS) and gives you several ways to change the boot device list. The
Itanium-based allows you to change the boot device list by way of an EFI Boot
Manager. You can also change the hardware configuration using the Setup tool
menu during the boot process.

3. The POWER systems use a Boot Logical Volume (BLV), or boot image, and
ROS controls loading the RAM filesystem. On the Itanium-based systems, the
boot disk contains two partitions. The Physical Volume Partition contains
rootvg and the BLV, and the EFI System Partition is a small “boot loader
sector” that contains the boot loader program, boot.efi. The boot.efi program
loads the BLV into the RAM disk.

4. Most every POWER machine has an LED display to show you the progress of
the boot process. The Itanium-based systems do not (at least currently) have
LED displays. Instead, all of the messages are sent to the system console.

For more information on the Itanium-based system boot process and the Extensible
Firmware Interface (EFI), check out this Intel Web site:

http://www.intel.com/design/itanium/index.htm
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You should also read the Redbook AIX 5L Differences Guide Version 5.1 Edition,
SG24-5765. You can download the Redbook in a PDF or HTML format from this IBM
Web site:

http://redbook.ibm.com/redbooks/SG245765.html

CHECKLIST

The following is a checklist for the key points about system boot and shutdown:

O

O

AIX may be booted in one of 3 ways: normal boot, standalone boot,
network boot

To boot the system into standalone mode for AIX installation or system
maintenance, set the system key (if present) in the service position or press
the F5 or F6 just after the keyboard is initialized.

Run the bootlist command to tailor or recover the list of boot devices stored
in NVRAM.

With an Itanium-based system, change the boot device list using the EFI
Boot Manager.

On models with a Service Processor and firmware that continuously monitors
the system for failures and allows for system reconfiguration: To access the
service menu, power the system on and press ENTER twice, or use the diag
command to access most service functions

For major system diagnostics, you need to boot into maintenance mode using
the diagnostic CD-ROM supplied with your system.

To clone your system or to upgrade your system to a newer AIX version or
release, you need to boot the system using the installation media.

To view the special boot log file the system writes all the boot information to,
use the alog -t boot -0 command.

To configure CDE so the boot mode is not graphical but the operation mode is
graphical, configure CDE to start only at the login prompt.

To configure multiprocessor machines with Micro Channel I/O to use the fast
boot, use the mpcfg command either in the /etc/inittab file to make the
change permanent or run it from the command line to affect the next boot only.

Use the shutdown or reboot command to bring services and the system offline
gracefully after stopping all your databases and applications.
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O If you have applications that you want to always stop before a system
shutdown or reboot, put the commands or script name in the
/etc/rc.shutdown file.

O To restart the system immediately after shutdown, shut the system down with
the shutdown -r command or reboot.

O If you suspect hardware problems or the system won’t boot, use the pSeries or
RS/6000 diagnostic programs using the diag command to assist in determining
the failure.
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of these tasks are available from a single SMIT environment screen. The reason

that I'm making it a separate chapter is that, more often than not, administrators
forget to take care of some, or all, of these steps after completing an installation or upgrade.
It’s just too tempting to select Tasks Completed—EXxit to AIX at the end of a long day
of installs. A week later, we’re standing around scratching our heads trying to figure
out why we can’t run just one more process or why there seem to be only two active
licenses on the system.

The other reason for making this a separate chapter is that most of the coarse system
tuning can be done from these screens—things like setting maximum 1/O buffers and
pacing. In a mixed workload environment, a small change in some of these numbers
can make a big difference in system throughput.

Here’s a short and sweet chapter on defining your runtime settings. All but one

SYSTEM ENVIRONMENTS

To get to the SMIT catchall runtime setting panel (see Figure 8-1), enter the SMIT
FastPath smit system.

# smit system

Stop the System

The first selection in the System Environment panel is an option to stop the system. If
you are not comfortable with using the command-line options, you can use the SMIT
FastPath smit shutdown (see the following illustration). You can enter a message to
send out to all users, select the reboot option, and set the time delay before shutdown
or reboot.

# smit shutdown

‘i Stop the System : root@yogi

* HESSAGE to all users on the systen
INTERACTIVE shutdown Ij—.o ﬂ] Al v
RESTART the susten after shutdown Ii-,es L.1_st| ﬂ ﬂ
# TIHE the sytem goes down {in minutes from now){Hum,) Iz“

‘ 0K | Connand Reset Cancel E
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i Spstem Management Interface Tool : rooti@yogi

Exit Show Help

Return To:

Systen Environnents
Stop the Systen
J Assign the Console
_| Change / Show Date and Tine
_J Hanage Language Environnent
_J Change / Shou Characteristics of Dperating Systen
_ | Change / Show Munber of Licensed Users
_J Hanage AIX Floating User Licenses for this Server
_ | Broadcast Hessage to all Users
_ | Hanage Systen Logs
_J Change / Show Characteristics of Systen Dunp

_ | Internet and Docunentation Services

J Change Systen User Interface

J Change/Shos Default Docunentation Language
J Hanage Renote Reboot Facility

J Hanage Systen Hang Detection

Figure 8-1.  System Environments SMIT panel

Assign the Console

The next menu option enables you to assign or reassign the system console device as
shown in the next illustration. Sure, it worked fine during installation when you had a
terminal plugged into the serial port. Then you unplugged the tube without resetting
console support. You don’t need to have a terminal plugged into a pSeries or RS/6000
machine for operation, but you may want to direct console output to another device
or file. You can do console assignments from the SMIT FastPath smit chcons.

# smit chcons
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‘i Azsign the Console : root@yogi

PATHNANE of console |fdevzttuJI | List

Enable for LOGIN Iénes List| 4| ¥

PATHNAHE of console LOG FILE I?uar!aﬁfras!conslog List

SIZE of console LOG FILE ITIEZIM List
Console log YERBOSITY |§1 List| &/ ¥
Console tag VERBOSITY |;n Ltsﬂ Al ¥l

ok | Connand | Reset Cmce].l ? |

Time Settings
Two easy settings that should have been handled at the end of the installation process
are time and language settings (see Figure 8-2). Aha! Now you know why the date/time

i Spstem Management Interface Tool @ root@pogi

Exit Show Help

Return To:

Change / Show Date and Tine

Change / Show Date & Tine
_I Change Tine Zone Using Systen Defined Yalues
_I Change Timne Zone Using User Inputted Yalues

Cancel

Figure 8-2.  Change / Show Date and Time
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stamps in the mail headers have been off by a few time zones. You can set the correct
date and time zone by invoking the SMIT FastPath smit chtz_date.

# smit chtz_date

Language Environment

Most likely, you got the correct language set during installation, but did you know that
you can add other languages to the set? AIX will enable you to configure a hierarchy of
language environments (see Figure 8-3). This may be helpful in multilingual communi-

ties. You can also use SMIT to translate messages, and flat files, into a new base language.

# smit mlang

Set Characteristics of the Operating System

From just one panel in SMIT (see Figure 8-4), you can alter AIX kernel characteristics
that hit most of the critical subsystems, including the virtual memory manager, the
scheduler, and the dispatcher. It's a great screen for wreaking havoc on a system. Open
the AIX Pandora’s box by using the SMIT FastPath smit chgsys.

# smit chgsys

1 System Management Intesface Tool : ronl@yogi

Exit Show

Help

Return To:

Hanage Language Environnent

Change/Show Prinary Language Environnent
__| Hdd fdditional Language Environnents
__| Renove Language Environnents
__| Change/Show Language Hisrarchy
_| set User Languages
_[Chargsfsllou Applicationz for a Language
_[ Convert Systen Hezsapes and Flat Files

Cancel

Figure 8-3. Manage Language Environment SMIT panel
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't Change / Show Characteristics of Operating System : rool@yogi

Haxinum nunber of PROCESSES allowed per user(Num,)} 124
Hawinum nunber of pages in block L0 BUFFER CACHE(Hum.} |@&
ist

| 4l vl
List| 4| ¥

ist

Haxinun Kbytes of real menory allowed For HBUFS{Num.}
Automatically REBOOT system after a crazh Falze
Continuously naintain DISK L0 history alse

HIGH water nark for pending write I/0z per file{Num,}

ist

2 s M

LOH water mark for pending weite L0z per file(Hum.)}
frount of usable physical nenory in Kbutes 151072
State of syztem keylock at boot time
Enable full CORE dunp False ﬁ' Al ¥

Uze pre-430 stule CORE dunp False Listl Al ¥

Listl

L

ARG/ENY list zize in 4K byte blocks{Hum,}

Figure 8-4.  Change/Show Characteristics Of Operating System SMIT panel

Be careful making changes to the system on this panel. Just change one thing at
a time; if the change does not help, change it back! Some changes made in this SMIT
panel may require a reboot to set or reset a value.

The first entry in the panel is for the maximum number of processes allowed per
user. Maybe this is why you can’t start one more process. There are trade-offs in
making this parameter too large or too small. Making it too large can cause you grief
during situations when you have a runaway process that is forking new copies of itself.
It seems like every year we get a new batch of programmers who like to try out a tight
fork() and exec() loop. Setting the maximum number of processes too low means
frustration when you try to start that one process too many.

Next in the list is the maximum number of pages in block I/O buffer cache.

This setting is used as a buffer for I/O to block special files. Basically, it mimics a
BSD or System V buffer cache. It’s not heavily used by the system and takes away
from real memory.

The next entry controls the amount of real memory that can be pinned for network
MBUFEFS. Again, this is another parameter that takes away from real memory. To enable
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the collection of MBUF statistics, you need to change the following entry at the bottom
of the /etc/rc.net file (change the extendednetstats value from 0 to 1).

/usr/sbin/no -o extendednetstats=1 >/dev/null 2>&1

If the system is collecting MBUF statistics, you can use the netstat -m command to
see if you are running out of MBUFS before making the value larger.

You might want to set the switch for automatically rebooting the system after a crash
to true for systems that are left unattended in order to maintain system availability.

If you regularly use the iostat command to check statistics on disk I/O rates, you
will want to leave Disk I/O History set to true. It’s not that much overhead, but you
could elect to turn it off until you want to do I/O monitoring.

The next two entries control the high- and low-water marks that control pending I/Os.
These parameters can have a dramatic effect on system throughput and are primarily
geared toward the type of work being done by the machine. When a process writing to
a file hits its high-water mark for pending I/Os, that process is suspended until the I/O
queue drops to or below the low-water mark. This can keep big database load processes
from holding up a user trying to open an e-mail inbox. Conversely, you could set these
to favor a big writer to speed up building a large file.

Skipping to the third from last entry, Enable Full CORE Dump: this may be important
when you are debugging applications for which you need to see memory locations outside
of kernel structures and space. Note that enabling this will result in large program
core dump files that may require more space in the filesystems affected, and user
limits will need to be adjusted. This has nothing to do with the system dump detailed
in an upcoming section, “Dump Device.”

There are other selections in this panel that you may want to investigate further.

Number of Licensed Users

Back to the System Environments panel. Select Change/Show Number Of Licensed
Users or run the SMIT FastPath smit chlicense to alter the number of licensed users as
shown in the next illustration. The default is a two-user license and no floating licenses.
This might be another reason why you can’t start one more instance of an application.

# smit chlicense

% Change / Show Mumber of Licensed Users : iool@yogi

Haxinun nunber of FIXED licenses{Mum,) D
FLOATING licensing off List AJ ﬂ

‘ oK Comnand Reset | Cancel ? |




140

AIX 5L Administration

Manage Floating User Licenses

This option enables you to add floating user licenses for specific versions of AIX
including 4.1, 4.2, 4.3, and 5L (see Figure 8-5). You must supply the AIX level of the
user licenses and the number of floating user licenses you want to add to the system.
For direct access, use the SMIT FastPath smit netls_server.

# smit netls_server

Broadcast Message to All Users

You can broadcast a message to all logged-on users using the SMIT FastPath smit
wall command (see the illustration), which performs the same function as the wall
command itself. You need to understand that only users who are logged into AIX will
see the message. If a user logs into an application and not into the operating system,
then no message can be received using wall. The user must also have an open window
if he or she is running in an X Window System environment.

# smitty wall

1 System Management Interface Tool : root@yogi

Exit Show Help

Return Toi

Hanage AIX Floating User Licenses for this Server

Register Floating User Licences

_[ Change the Nunber of Installed Floating User Licenses

Cancel

Figure 8-5. Manage AIX Floating User Licenses SMIT panel
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1 Broadcast Message to all Users : root@yogi

# HESSAGE | Logout at Lunch!!]

oK ] l:onnand| Rezet | Cancel [ ?

System Logs

The system error log (ErrLog) is a very nice facility when it comes to tracking system
hardware and applications problems. Unfortunately, it is one of the most ignored
features in AIX. Without active housecleaning, the error log /var/adm/ras/errlog
is usually missing the critical history information that leads up to a system problem.
The log should be monitored regularly to scan for intermittent system problems. The
companion alog screens are used to control logs produced by the alog command.
This command is used in conjunction with other command output piped to the alog
standard input. You can manage the system logs from the SMIT FastPath smit logs,
as shown in Figure 8-6.

# smit logs

3 Spstem Management Interface Tool : root@yogi

Exit Show Help

Return To:

Hanage System Logs

Error Log
_| Rlog

l:am:e].l

Figure 8-6. Manage System Logs SMIT panel
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Dump Device

Like the log screens, the System Dump menu (see Figure 8-7) is critical to managing
problem information. By default, AIX 4.3 and 5L use the /dev/hdé paging space as the
primary dump device. In most large environments, a dedicated dump device should be
defined, other than paging space. In previous releases, there was a problem with systems
that had mirrored paging space and in which a dump occurred. In a kernel panic, confusion
arose about which side of the mirror to use as the dump device. This problem has been
corrected in AIX 4.3.3 with ML 6. However, the main reason for a dedicated dump device
is to allow an automatic reboot after a system dump that preserves the dump image
without having to save it to a tape or disabling a paging device.

Access the SMIT dump menu with the SMIT FastPath smit dump.

# smit dump

1 System Management Interface Tool : ookEyog

Exit Show Help

Return To:

Systen Dunp
Show Current Dunp Devices

__| Show Infornation About the Previous Susten Dunp

__| Show Estinated Dunp Size

__| Change the Prinary Dunp Device

_ | thange the Secondary Dunp Device

_| Change the Directory to which Dump iz Copied on Boot

_| Start a Dump to the Primary Dunp Device

_| Start a Dump to the Secondary Dunp Device

_| Copy a Systen Dunp fron s Dunp Device to a File
_| Copy a Susten Dunp from a Dunp Device to Diskette
_| Aluays ALLOM Systen Dunp

__| Systen Dunp Conpression

_| Check Dump Resources Utility

Cancel

Figure 8-7.  System Dump SMIT panel
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Internet and Documentation Services

Before you can use the DocSearch (Documentation Search Service), Netscape, or a
search server, you must configure the access mechanisms (see Figure 8-8). Using the
SMIT FastPath smit web_configure is the quickest way to set everything up. Normally,
you can take the defaults except for the Search/Web Server. If you press F4, or ESC-4,
you can see the list of installed products. Read your documentation for setting up these
services and read Chapter 2 for details on setting up DocSearch. There is also an entry
for the Web-Based System Manager (WebSM).

# smit web_configure

Change the System User Interface

You have at least three options for a user interface, depending on the software installed
on the server. I have the Common Desktop Environment installed, as well as all of the
Linux desktops (KDE and GNOME). You can use the SMIT FastPath smit dtconfig to
select between ASCII, CDE, and CDE with ASCII during boot.

it System Management Interiace Tool : rool@yogi

Exit Show Help

Return To:

Internet and Docunentation Services

Change / Show Default Browser

_ | Shou Docunentation and Search Server

_| Change Docunentation and Search Server

_| Change/Show Default Docuncntation Language
| Meb-bazed Systen Hanager

Emcall

Figure 8-8. Internet And Documentation Services SMIT panel
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The Linux options are currently not available as SMIT or WebSM options. You can see
more information on the Linux Affinity with AIX 5L in Chapter 21.

# smit dtconfig

ystem User Interface © root@yogi

Select System Login User Interface I?.".[E 1.0 ﬂ ﬂ

0K | I:mmandl Rezet | Cancel | ?

Default Documentation Language

You have the ability to change the default documentation language using the SMIT
FastPath smit chdoclang (see Figure 8-9). Not all languages are supported for the
library search function. You must install the locale for the language before you can

t Change/Show Default Documentation Language : rooti@yogi

% Language |C (POSIX) [C] |

Mote that before you can use a language,
the locale for that language nust be
installed on this computer. Additionally,
if this computer iz a docunentation server,
you nust install the documnents that are
written in the selected language and the
Docunentation Library Service nessage
catalog for the language.

If you want a language that is not in the
list, install the locale for that language
and the reopen the list.

Hote: the library search function does not
work in all locales. See the Docunentation
Service chapter in the Systen Hanagenent
Guide for a list of supported locales,

oK I Cnmand| Reset | Cancel ] T

Figure 8-9.  Change / Show Default Documentation Language
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use it. For a documentation server, you not only have to install the language locale, but
you also must install the documents written for that specific language.

# smit chdoclang

Manage Remote Reboot Facility

You can, if you desire, remotely reboot your systems as shown in the next illustration. I
never use this facility because it is a security violation at my shop. However, there is a
place for it. If you are doing remote installation and updates that require a reboot, then
this facility can save a lot of time. The Remote Reboot Facility is activated by using the
SMIT FastPath smit rrbtty. Once you activate a port for this purpose, you must not use
it for anything else.

# smit rrbtty

‘: Manage Remote Reboot Facility : root@yogi

REMOTE reboot ENABLE | Listl Al ¥
REWDTE reboot STRING | #@reb@s Listl

13 | l:mnand| Reset | Cancel | &

Manage System Hang Detection

This is new to AIX 5L. If your system hangs, this facility gives you the ability to take
some kind of action. By default, it will not do anything. It is up to you to specify what
corrective measure you want the machine to take. A shell script can be used to instruct
the system how to react to a system hang condition. This is part of IBM’s self-healing
Project eLiza strategy that is an ongoing development effort. Use the SMIT FastPath
smit shd to set up hang detection, as shown in Figure 8-10.

# smit shd

PTY

The AT&T-style pseudo-TTYs (PTYs) are not allocated automatically under AIX 4 or
5L. The number of PTYs must be specified for both AT&T and BSD-style devices as



146 AIX 5L Administration

‘i Change/Show Character

Al

List ﬂ ﬂ
Log Error in the Error Logging nable ﬂ H ﬂ
Detection Time—out{Hum,) 2
Procezz Priority{Hum,} B0
Display a warning mezzage on a console vand:lle— List H ﬂ
Detection Time-out (Hum.) B
Process Priority {(Hun.} 50
Terninal Device Ydev/console

Enable Process Priority Problen Enable

Launch a recovering login on a console |enable DV ﬂ H E
Detection Time—out {(Hun,) [?__
Procezs Priority (Hum,) lg‘_
Terninal Device |§fdewn.gu

Launch a connand Hisable List ﬂ ﬂ
Detection Tine-—out  fHun,} 4
Process Priority  {Mum,} B0
A

| Comond| _fonet | concer | |

Figure 8-10.  Change/Show Characteristics Of Priority Problem Detection SMIT panel

shown in the next illustration. This is the likely cause of not being able to start additional
X11 applications. Change the number of PTYs using the SMIT FastPath smit chgpty.

# smit chgpty

‘i Change / Show Characte of the PTY : root@yogi

STATE to be configured at boot tine ‘available Al ¥
Haxinun nunber of Pseudo-Terninals{bun,} 256
Haxinun nunber of BSD Pseudo-Terninals{Mum,} |16 Listl

T Comand| [pesst | ancel | |
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CHECKLIST

The following is a checklist for the key points in AIX Runtime Configuration:

O

If you are not comfortable using the command-line options, you can use
the SMIT FastPath smit shutdown to stop the system and send a message
to all users.

Set the correct date and time zone by invoking the SMIT FastPath smit
chtz_date.

You can add more languages to the set with the smit mlang command.

You can alter AIX kernel characteristics for the maximum number of processes
allowed per user, the maximum number of pages in block I/O buffer, the
amount of real memory that can be pinned for network MBUFS, and other
memory and scheduler subsystems using the SMIT FastPath smit chgsys. Be
careful making changes to the system on this panel!

To alter the number of licensed users, run the SMIT FastPath smit chlicense.

You can broadcast a message to all logged-on users using the SMIT FastPath
smit wall command.

Monitor the /var/adm/ras/errlog log file regularly to scan for intermittent
system problems using the errpt command..

Manage the system logs from the SMIT FastPath smit logs.
In most large environments, you should define a dedicated dump device
as the primary dump device rather than the AIX 4.3 and 5L default of the

/dev/hdé paging space. Access the SMIT dump menu with the SMIT
FastPath smit dump.

You have at least three options for a user interface, depending on the software
installed on the server. You can use the SMIT FastPath smit dtconfig to select
between ASCII, CDE, and CDE with ASCII during boot.

To activate the Remote Reboot Facility, use the SMIT FastPath smit rrbtty.

In AIX 5L, Use the SMIT FastPath smit shd to set up hang detection to
determine how the system will react to a hang condition.
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and management. In most cases, you can connect external devices to a running

system, configure the device attributes, and begin using the new device. No
kernel rebuild! No system reboot! How this works is that AIX allows dynamic kernel
extensions and device driver installation to a running kernel and dynamic device
configuration through the object data manager (ODM). If you spend much time with
AIX, it’s essential that you develop a good understanding of ODM structure and operation.
Since device management and the ODM are so tightly coupled, it makes sense to begin
the discussion on devices by outlining the functional characteristics of the ODM.

Unlike many traditional UNIX systems, AIX supports dynamic device configuration

ODM OVERVIEW

In the beginning, there were UNIX system configuration tables. They were sent forth to
the BSD and System V masses, bringing all into a common fold of administration. But
then, workstations multiplied and prospered. Configuration tables became large and
unwieldy. Out of this mire of table parsing, a new doctrine was prophesied that would
reduce the waiting and gnashing of teeth during login processing and password updates.
It was called dbm and it was good. dbm routines reduced large configuration tables
into a database of key-content pairs. Items in a database are retrieved in one or two file
I/0s, while dbm databases are represented as an index file, * . dir, and a data file,
* . pag. A common example of a dbm database is the password passwd.dir and
passwd.pag file.

IBM decided to take the dbm doctrine one step further by introducing a hierarchical
object-oriented database for configuration data called the object data manager, or ODM. The
ODM centralizes a number of the standard configuration tables into a single management
structure with update validation. AIX commands and kernel routines access ODM objects
using SQL-like semantics.

ODM COMPONENTS

The ODM is comprised of a database of object classes, for example, the tape class.
Within each object class is a list of objects, for example, 4 mm and 8 mm tape drives.
Each object within each object class has a set of object descriptors that describes that
particular object, for example, the tape block size and the SCSI ID on each tape drive.
Example object descriptors are uniquetype (tape/scsi/4mma4gb), attribute (block_size),
default value (1024) and possible values (0-16777215,1). The object descriptors are
commonly referred to as the attributes of the object.

Each component of the ODM—object class, object and object descriptor—
has one or more commands that control adding, deleting, changing, or querying
the component.
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To add or delete object classes, we use the odmcreate and odmdrop commands.
The odmdrop command is a very dangerous command! The odmdrop command deletes
the entire object class and can leave your system useless—for example, with 7o tape drives,
or, even worse, 1o disks!

To add, change, delete, and query an object, within an object class, we use the
odmadd, odmchange, odmdelete, and odmget commands. Most of the time, you will
use (I hope!) the odmget command. Use odmget to query the database for either
predefined or customized objects.

To look at the object descriptors that show individual attributes of the object, use
the odmshow command. The odmshow command allows you to look at how the object
class is put together.

Some handy odmget commands are listed here:

Some handy odmget commands Function

odmget -gname=hdisk0 CuDv ODM object that describes hdisk0

odmget -gname=hdisk0 CuAt ODM object that stores the PVID of hdisk0

odmget -g type=osdisk PdDv ODM object that describes the predefined disk type osdisk

odmget -gparent=scsi0 CuDv ODM objects within CuDv attached to parent device scsi0

You can also use the like operator with the odmget command:

odmget -g "name like hdisk?" CuDv <+— All ODM customized disk devices

ODM Database

The ODM database manages almost everything on the system. The ODM manages the
data associated with all of the devices on the system, some of the software on the system,
the System Resource Controller, Error Logging and System Dump Facilities, the SMIT
menus, Network Install Manager (NIM), and the configuration of TCP/IP. However, the
ODM does not manage the print queues, filesystems (filesystems are controlled by
the Logical Volume Manager—LVM), system security, or users and user passwords. All
of these components are controlled by files under /etc and /etc/security.

Object classes are implemented as standard UNIX files in a directory that represents
the ODM database. AIX versions 4 and 5L use three default ODM directories. The
/etc/objrepos directory holds all of the customized devices, or devices that have been
found and configured on the system. The /usr/1lib/objrepos directory contains all
of the pre-defined device object classes, or devices that are supported but not currently
installed or active on the system, as well as the LPP updates as they are applied. The
/usr/share/1lib/objrepos directory holds the share part of each LPP, the four object
classes used by the Software Vital Product Data (SWVPD), which are lpp, history,
inventory, and product. This also allows for diskless, dataless, and other workstations.

The ODMDIR environment variable defines the directory path used as the default
ODM database directory. The default ODMDIR path is set to /etc/objrepos by the
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/etc/environment file. The ODMDIR environment variable may be manipulated to
designate custom application databases.

/etc/objrepos <+— Default object class directory

CDiagAtt CDiagAtt.vc CDiagDev Config_Rules CuAt
CuAt.vc CuDep CuDv CuDvDr CuPath
CuPath.vc CuPathAt CuPathAt.vc CuVPD DAVars
DSMOptions DSMOptions.ve DSMenu FRUB FRUs
MenuGoal PDiagAtt PDiagAtt.ve PDiagDev PDiagDev.vc
PDiagRes PDiagRes.vc PDiagTask PDiagTask.vc PdAt
PdAt.vc PdAtXtd PdAtXtd.vc PdCn PdDv
PdDv.vc SRCextmeth SRCnotify SRCodmlock SRCsubsvr
SRCsubsys SWservAt SWservAt.ve TMInput config_lock
crypto_module crypto_module.vc diag_lock diag_log_lock ermotify
history history.vc inventory inventory.vc Ipp

Ipp.ve nim_attr nim_attr.vc nim_object nim_object.vc
nim_pdattr nim_pdattr.vc pmmi_data product product.vc

/usr/lib/objrepos <4— Additional ODM directory

CC CC.ve DSMOptions DSMOptions.vc DSMenu
FONT FONT.vc GAI GAl.ve KEYBOARD
KEYBOARD.vc MESSAGES MESSAGES.vc PDiagAtt PDiagAtt.vc
PDiagDev PDiagDev.vc PDiagRes PDiagRes.vc PDiagTask
PDiagTask.vc PdAt PdAt.vc PdAtXtd PdAtXtd.ve
PdCn PdDv PdDv.vc XINPUT XINPUT.vc
crypto_module crypto_module.vc fix fix.ve fix_lock
history history.vc inventory inventory.vc lag

lag.ve Ipp Ipp.ve product product.vc
sm_cmd_hdr sm_cmd_hdr.vc sm_cmd_opt sm_cmd_opt.vc sm_menu_opt
Sm_menu_opt.vc sm_name_hdr sm_name_hdr.vc vendor vendor.vc

Objects and Object Classes

ODM objects are the data items that make up the object classes. Object attributes are
mapped to a C language structure that represents the object class definition in a stanza
format. The object class definition describes the descriptor-value pairs that make up an
object. Object classes may be relationally joined to other object classes using a special
link descriptor.
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Initially, the object class definition is constructed as an ASCII text file identified by
the * . cre extension. This description file is read by the odmcreate command to create
the object class. The result is an empty object class and an * . h header file that may be
used by application programs to populate and manipulate members in the object class.
As an example, consider the generic attributes of an inventory object class for a music
store, such as the inventory. cre file:

class Inventory {
char item[20];
char description[80];
char color[20];
short unit_number;
char manufacturer[20];
long quantity;
long unit_price;
method order_more;

To add the new object class, Inventory, to the ODM, we use the odmcreate command.
# odmcreate inventory.cre <+— Creates an empty object class called Inventory

The next step is to add some data to the Inventory object class. We again create an
ANSI text file to store the entries and then we use the odmadd command to populate
the Inventory object class.

For the Inventory object member, we create the following text file:

Inventory

item = "Drum_Sticks"

description = "Rudimental drum sticks, plastic tip."
color = "black"

unit_number = 293

manufacturer = "Prehistoric Logs"

quantity = 20
unit_price = 2050
order_more = /usr/local/bin/check_inventory

Let’s save the previous data in a file called NewInventory. To populate the Inventory
object class with the data stored in the NewInventory file we use the odmadd command.

# odmadd NewInventory

To query the Inventory object class, we can use the odmget command. To query
the ODM Inventory object class for color=black, we use the following command:

# odmget -g color=black Inventory
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The command will return the stanza formatted output listed here.

Inventory

item = "Drum_Sticks"

description = "Drum Sticks - Plastic tip"
color = "black"

unit_number = 293

manufacturer = "Prehistoric Logs"

quantity = 20

unit_price = 2050

order_more = "/usr/local/bin/check_inventory"

To change the quantity from 20 to 50, we need to extract the object and store it in a file.
We can use the preceding command and redirect output to a file and then edit the file.

odmget -g quantity=20 Inventory > /tmp/Inventory.out

Now, we just edit the /tmp/Inventory.out file, change the quantity stanza
from 20 to 50, and save the file.
Next, we remove the old record using the odmdelete command.

odmdelete -g quantity=20 -o Inventory
Now we can add the modified record using the odmadd command.
odmadd /tmp/Inventory.out

To verify that the quantity was indeed changed, we can query the Inventory object
class using the odmget command again.

odmget -g quantity:SO Inventory
The output reveals that our changes were made as we expected.

Inventory

item = "Drum_Sticks"

description = "Drum Sticks - Plastic tip"
color = "black"

unit_number = 293

manufacturer = "Prehistoric Logs"

quantity = 50

unit_price = 2050

order_more = "/usr/local/bin/check_inventory"
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Finally, let’s remove the Inventory object class that we created. To remove an object
class, we use the odmdrop command.

CAUTION Know exactly what you are doing when using the odmdrop command! You can easily
make your system unusable if you make a mistake.

odmdrop -o Inventory

The object class definition may specify a method descriptor. The method defines a
program that is to be invoked by the odm_run_method routine. The method updates
the state of the object. In the previous example, the method would check the inventory
and change state when the inventory was exhausted. Each object in the object class
may specify a unique method program. Methods are represented as null-terminated,
255-character strings. The ampersand (&) may be appended to the method for
asynchronous execution.

Command and Library Interface

Users and applications manipulate ODM data via commands and library routines.
The list of commands and library routines in Table 9-1 will give you a feeling for
types of operations permitted on ODM data.

DEVICE CONFIGURATION

Device interface definitions and configuration attributes are stored as objects in the
ODM database. Each time the system is booted, the cfgmgr command walks the I/O
bus and identifies all devices present on the system. Device location and type
information is stored in the ODM, and the associated configuration rules and
initialization methods are run to make the devices available for use (see Chapter 7).

Configuration Manager can also be invoked on a running system from the SMIT
devices menus or by executing cfgmgr, mkdev, chdev, or rmdev from the command
line. The same dynamic device configuration activities preformed at boot time are
invoked while the system is up and available for use. This feature allows you to make
new devices available without requiring a system reboot. The commands in Table 9-2
are some of the more common commands that act directly on the ODM.

PREDEFINED AND CUSTOMIZED DEVICES

Device configuration information is separated into predefined and customized object
classes. Predefined object class information represents default configuration information
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Library routine Command Use
odm_set_path Set ODM database location (ODMDIR represents a shell
environment variable)
RESTBASE Retrieve customized objects from boot image and store in ODM
SAVEBASE Store ODM-customized objects in boot image
odm_rm_class ODMDROP Remove an object class
ODMSHOW Display object class definition
odm_create_class  ODMCREATE Create empty object class with associated C headers for applications
odm_add_obj ODMADD Add an object to an object class
odm_change_obj ODMCHANGE Modify object aftributes
odm_rm_obj ODMDELETE Delete object from an object class
odm_get_obj ODMGET Retrieve an object in odmadd format
odm_get_by_id Retrieve an object by its ID
odm_rm_by_id Remove an object by its ID

odm_get_first

Retrieve first object that matches criteria

odm_get_next

Retrieve next object that matches criteria

odm_get_list

Retrieve a list of objects that match criteria

odm_mount_class

Retrieves the class symbol structure

odm_open_class

Opens an object class

odm_free_list

Free memory allocated for odm_get_list

odm_run_method

Execute method associated with an object

odm_close_class

Close object class

odm_err_msg Retrieve error message string
odm_lock Lock object for update
odm_unlock Unlock object

odm_initialize Initialize ODM session

odm_terminate

Terminate an ODM session

Table 9-1. ODM Commands and Library Subroutines
Command Action

# smitty devices SMIT FastPath

# mkdev -1 tty0 Add a TTY device

# 1lsdev -C -s scsi -H

List existing SCSI devices

#chdev -1 rmt0 -ablock_size=0

Change tape block size

# lsattr -D -1 rmt0

List tape attributes

# rmdev -1 rmt0

Turn off the tape device but keep the definition

# rmdev -1 rmt0 -d

Remove a tape device

# cfgmgr

Update ODM and kernel

Table 9-2.

Most Common ODM Commands
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for all devices supported by AIX. Customized object classes represent the devices
actually present on the system.

/etc/objrepos/Pdxxx ODM predefined Attributes, Connections, and Devices:
PdAt PdCn PdDv

/etc/objrepos/Cuxxx ODM customized Attributes, Dependencies, Device
Drivers and Vital Product Data:

CuAt CuDep CuDv CuDvDr CuVPD Config Rules CuOD (New
to 5LY)

/usr/share/lib/objrepos Components of the SoftWare Vital Product
Data (SWVPD)

Ipp history inventory product

Device object classes are linked hierarchically into subclasses. For example, 7207
and 3590 tape devices represent subclasses under the tape object class. The tape object
class, in turn, is a subclass of the SCSI object class. This hierarchy enforces
configuration relationships.

* Parent object class information must be configured before child subclass
configuration.

* Parent object class information may not be modified if child subclasses exist.

e Parent object classes may not be removed if child subclasses exist.

New ODM Class for AIX 5L (CuOD)

New to AIX 5L are a number of new technologies that require new ODM control, so
IBM created a new ODM class, CuOD, or Customized On-Demand object class. One of
IBM’s new offerings is Dynamic CPU Allocation. The CuDD class allows you to order
a new pSeries machine with extra CPU capacity, and you can dynamically allocate
these new CPUs on-the-fly. The processors are ordered by the Feature Code (FC) for
the target system. Basically, all you are doing is ordering a system with extra CPUs
with the ability to activate the extra CPUs at a later date, thus reducing front-end costs
and not giving all of the extra power to the users and applications at once. Shops that
charge for CPU time will like this feature.

Another part of this same technology thinking is Dynamic CPU Deallocation,
which will bring a failing CPU offline and out of service without bringing the system
down. Memory technology, including Memory ChipKill, Bit Scattering, and Bit
Steering, are part of a RAID 5-type technology for the memory subsystem. In case a
memory DIMM fails, the system will automatically disable access to the chip and the
system will keep running. This is a hardware feature, not part of the CuOD ODM class.

While we are on the subject of new things, Logical Partitioning (LPAR) starting
with AIX 5L, version 5.2, allows you to create 1-16 logical systems within a single
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machine. These logical system partitions are considered independent systems to the
outside world and can be managed as independent systems. IBM allows you to create
these LPARs by specifying the exact number of processors and memory for the logical
system, and allows different OS (AIX and Linux!) versions to run within the same
machine. This is an incredible break through tool for development shops! When they
need a sandbox to play in, just create one on-the-fly.

The ODM class CuOD is responsible for the dynamic mechanisms that make some
of these technologies work; of course, the POWER 4 processor is required also.

NOTE A POWER 4 CPU chip is really a 2-way SMP on a single chip that can be independently
controllea!

A Sampling of ODM Obiject Classes

A special object class, predefined connections (PdCn), defines the hierarchy of device
classes and subclasses. Device attributes are maintained as separate attribute object
classes. See Table 9-3 for a sampling of AIX object classes.

You can display object class definitions using the odmshow command.

# odmshow <ObjectClassName>

Tables 9-4 through 9-7, representing the predefined and customized device and
attribute descriptors, will give you some idea as to how device information is
represented and linked.

Class Object Contents of the Object Class

PdDv Predefined devices supported by AIX
PdAt Predefined device attributes

PdCn Predefined device subclass connections
CuDv Customized devices attached to the system
CuDvDr Customized device drivers

CuAt Customized device attributes

CuDep Custom device dependencies

CuVPD Customized vital product data
Config_Rules Configuration rule sets

Table 9-3.  Sampling of AIX Object Classes
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Descriptor Name

Descriptor Definition

Type Device type

Class Device class
Subclass Device subclass
Prefix Prefix name

Devid Device ID

Base Base device flag
has_vpd VPD flag
Detectable Device detectable flag
Chgstatus Change status flag
bus_ext Bus extender

Fru FRU flag

Led LED value

Setno Set number

Msgno Message number
Catalog Catalog number
DvDr Device driver name
Define Define method
Configure Configure method
Change Change method
Unconfigure Unconfigure method
Undefine Undefine method
Start Start method

Stop Stop method
inventory_only Inventory only flag
Uniquetype Unique type

Table 9-4.  PdDv Descriptors

Descriptor Name

Descriptor Definition

Uniquetype Unique type
Attribute Attribute name

Deflt Default value
Values Attribute values
Width Width

Type Type flags

Generic Generic flags

Rep Representative flags
nls_index NLS index

Table 9-5.  PdAt Pre-defined Attribute Descriptors
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Descriptor Name Descriptor Definition
Name Device name

Status Device status flag
Chgstatus Change status flag

Ddins Device driver instance
Location Location code

Parent Parent device
Connwhere Where connected

Table 9-6.  (CuDv) Customized Device Descriptors

DEVICE STATES

The cfgmgr routine is responsible for updating custom device information using the
configuration rule sets, cfgmgr invokes the method specified for each attached device
and updates the devices state. After the device method is complete, the device is set to
one of three states: defined, stopped, or available, as shown in Table 9-8.

BOOT DEVICES

A small ODM database representing device configuration information is maintained as
part of the AIX boot images. This information can be updated from the master ODM
database using the savebase command. Likewise, ODM information from the boot
image can be restored to the master ODM database by invoking the restbase command
(see Chapter 7).

# savebase <+—— Save master ODM custom device data to the boot image

# restbase <«— Restore custom ODM data from the boot image to the master ODM
datababase

Descriptor Name Descriptor Definition
Name Device name

Attribute Attribute name

Value Attribute value

Type Attribute type

Generic Generic flags

Rep Representative flags
nls_index NLS index

Table 9-7.  (CuAt) Customized Attribute Descriptors
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Device State State Definition

Defined Device defined but not available for use
Stopped Device configured but not available
Available Device configured and available

Table 9-8.  Device States

SMALL COMPUTER SYSTEM INTERFACE

The most common device interface for the pSeries and RISC System /6000 is the small
computer system interface (SCSI). The SCSI standard defines a generic interface and
command protocol that will support most device types. Devices are attached in a
daisy-chain fashion to the host adapter. The total chain length cannot exceed the
distance maximum for the adapter type.

SCSI-1 and SCSI-2

The RISC System /6000 supports both SCSI-1 and SCSI-2 adapters and devices. Both
SCSI-1 and SCSI-2 devices may be mixed on either adapter type; however, throughput
to the device will be limited to SCSI-1 speeds. The cfgmgr queries the device type during
SCSI device configuration and records the SCSI type. This eliminates the need for device
drivers to continually query the SCSI type to determine whether extended SCSI-2
commands are supported. SCSI-1 support provides transfer rates up to 4 megabytes per
second. The SCSI-2 Fast SCSI mode extends synchronous transfer rates to 10 megabytes
per second. SCSI-2 signal control is also two to three times faster than SCSI-1. A maximum
of 8 devices can be on a single SCSI-1 or SCSI-2 bus.

Single-Ended and Differential SCSI

Single-ended SCSI connections have a combined distance limitation of 6 meters.
The logic level of each wire is based on the voltage difference with a common ground.
Differential SCSI connections can run up to 25 meters. Logic levels on differential
connections are based on the potential difference between two signal wires.
Single-ended connections can be a real problem with some RS/6000-9XX systems.
The SCSI cable management arms in early 9XX racks eat up approximately 4.75 meters
of the total 6-meter cable length. A single-ended SCSI to a differential SCSI adapter can
be used to get around the problem.

Fast SCSI

The SCSI Fast-20 supports up to 8 devices but only a cable length of 3 meters for single-
ended. Fast differential SCSI can reach a cable length of 25 meters with a maximum bus
speed of 20MB/Sec.
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Wide SCSI

If the word is not preceded with “Wide,” then it is narrow. The Wide SCSI specification
has a 16-bit bus width, as opposed to the normal 8-bit bus. Wide SCSI will sometimes
allow up to 16 devices on the SCSI bus instead of only 8 devices, but look at your
device specification for your hardware.

Fast and Wide SCSI

Fast and Wide SCSI can have up to 16 devices with a cable length up to 25 meters for
differential but only 3 meters for single-ended. The bus speed can reach 20MB/Sec.

Ultra SCSI

Ultra SCSI doubles the bus speed to 40MB/Sec but cuts the maximum number of
devices down to 4 on a short 3 meter cable.

Ultra-Wide, Wide and Narrow Ultra-2, Ultra-3, and Ultra-320 SCSI

Yes, there are more. Ultra-Wide SCSI has a maximum bus speed of 40 MB/Sec with 16
devices on a 25-meter cable. Ultra-2 SCSI has an 8-bit bus with a maximum bus speed
of 40MB/Sec and allows a maximum of 8 devices on a 25-meter cable. Wide Ultra-2
doubles the bus speed to 40MB/Sec with a 16-bit-wide bus and can support up to 16
devices. Ultra-3 SCSI is also called Ultral60 SCSI. Ultra-3 SCSI again doubles the bus
speed, this time to 160MB/Sec on a 16-bit-wide bus. Up to 16 devices are supported
with a maximum cable length of 12 meters. The Ultra-320 SCSI brings the bus speed
up to 320 MB/Sec and supports up to 16 devices. The bus width is 16-bit and the
maximum cable length is 12 meters.

Cables and Adapters

Be very careful with your SCSI cable lengths. Strange things start to happen when the
cables exceed the maximum cable length for the particular SCSI type you are working
with. The most common device operation errors come from mixing SCSI device types
on the same bus and forgetting to measure all of the SCSI cable. Always measure the
cable from SCSI terminator to SCSI terminator, which brings up another point. The
SCSI bus must be terminated! In newer equipment and on most internal SCSI adapters,
the terminators are installed internally.

If you are running HACMP and are using external SCSI disks as your shared disks,
remember to twin-tail your SCSI bus. When you twin-tail the bus, you remove all of the
internal SCSI terminators from the SCSI adapter. Then, on the SCSI bus cable, you add
a twin-tail connector on the cable and terminate the bus on the external cable. With the
external SCSI termination, you do not have to worry about a dead system bringing
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down your entire HACMP cluster. You also need to change the SCSI address of one of
the adapters, but this is covered in the next section.

SCSI Addressing

Each SCSI string supports either 8 or 16 addresses (0-7 or 0-16) that must be divided up
between the devices and the adapter. Some device controllers support multiple devices
from a single SCSI ID using logical unit numbers (LUNs)—an example is a SCSI RAID 5
disk array. In most cases, you are only going to have either 7 or 15 addresses that may
be assigned to the devices on the SCSI chain. The SCSI adapter requires one of the
addresses—normally, SCSIID 7. Arbitration on a SCSI chain begins with the high address
numbers, so better response is provided to devices with larger SCSI IDs. Device SCSI
IDs are commonly selectable via jumpers or from a selector wheel on the device frame
or housing.

The SCSI address format is

AB Two-digit SCSI address where A represents the SCSI ID and B represents the
logical unit number

Devices are identified by a location code. Verify that the location code matches the
actual hardware slot and interface using the Isdev command.
The device location codes are as follows:

AA-BB-CC-DD
where

AA =Drawer location or planar
BB =1/0 bus and slot

CC = Adapter connector number
DD =SCSI ID or port number

SCSI Over IP (iSCSI)

What is this? Yes, SCSI over IP, or iSCSI, has emerged as the standard for Networked
Attached Storage (NAS). The most common use of NAS is for file sharing. The iSCSI
standard allows SCSI devices to communicate on the IP network. Normally, iSCSI is
implemented over a gigabit IP network. If you really think about it, NAS is nothing
more than NFS on steroids! It is cost effective and an excellent solution when you have
a small number of machines that need access to the same data. For larger environments,
a Storage Area Network (SAN) is more appropriate. You can reduce access time to the
shared data more than ten times over traditional NFS mounts by removing the I/O
from a single machine and moving the traffic to the network. Of course, your network
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needs to be able to handle the traffic, and a SAN should be considered for heavier
traffic needs. There is more on SANs and NAS in Chapter 29.

USING SMITTY CFGMGR TO AUTOCONFIGURE
YOUR SYSTEM

If you install new devices in you systems that are not in the predefined or customized
ODM object classes, you can do a little trick. We just let the system get the device
drivers and other device information directly from the operating system CD-ROM.
It is a good idea to run this procedure after any type of upgrade, too.

Insert the base operating system CD-ROM for your current OS level, and use the
oslevel command to query the system. After the CD is inserted in the drive, issue
the following command:

# smitty cfgmgr

When the menu pops up, press the F4 key to select the Installation Device, probably
/dev/cdo. Then press the ENTER key twice, and the system will automatically load
any device code that it needs and update the ODM. This is a very useful and foolproof
tool! Remember to apply your ML code updates again in case any of the device code
has been updated.

UPDATING THE PRODUCT TOPOLOGY DISKETTE

It’s a good idea to update the topology diskette supplied with your system each time you
add a new device. These diskettes are used by IBM service and support representatives
to keep a record of your system configuration. These are especially helpful for sites that
have a number of machines. After updating the diskette, send a copy to IBM hardware
support using the mailer and address label supplied with the update diskette.

Here is the topology update procedure:
Shut down the system.
Set the key switch to the service position.
Boot the system.
At the Diagnostics Operating Instructions display, press ENTER.
At the Function Selection menu, select the Service Aid option.

At the Service Aids Selection menu, select the Product Topology options.

NS Gk »N =

Follow the instructions displayed. When prompted, “Do you have any
update diskettes that have not been loaded?”, answer yes and insert



Chapter 9:  AIX Device Configuration Manager (cfgmgr) and the Object Data Manager (0DM)

the Product Topology Update diskette. Follow the instructions to update the
Product Topology System diskette. If the EC And MES Updates screen is
displayed, select the F7 key to commit updates.

8. Repeatedly press F3 to exit all diagnostics menus.

9. Reset the key switch to the normal position (if present).

10.

Reboot the system.

CHECKLIST

The following is a checklist for the key points in the AIX Device Configuration
Manager and the Object Data Manager:

O

O

IBM's object data manager, ODM, is a hierarchical object-oriented
configuration database manager.

To add, change, delete, and query an object within an object class, use the
odmadd, odmchange, odmdelete, and odmget commands.

You can manipulate the directory path used as the default ODM database
directory, /etc/objrepos, using the ODMDIR environment variable
in the /etc/environment file.

To add a new object class to the ODM, use the odmcreate command.

To add data to a new object class, use the odmadd command.

Device interface definitions and configuration attributes are stored as objects in
the ODM database, and you can invoke Configuration Manager on a running
system by executing cfgmgr, mkdev, chdev, or rmdev from the command line
to make new devices available without a system reboot.

You can use the new Dynamic CPU allocation feature in AIX 5L to dynamically
allocate extra CPU capacity in a pSeries machine on-the-fly.

You can use Dynamic CPU Deallocation to bring a failing CPU offline without
bringing down the system.

With Logical Partitioning (LPAR) in AIX 5L version 5.2, you can create 1-16
logical systems on a single machine with each logical system partition seen and
managed as an independent system.

You can update the small device configuration ODM database, maintained as

part of the AIX boot images, from the master ODM database using the
savebase command.

If you mix SCSI-1 and SCSI-2 adapters and devices on an RISC System /6000,
throughput to the device will be limited to the slower SCSI-1 4 MB/Sec speed.

Limit your single-end SCSI chains to a combined distance of 6 meters and your
differential SCSI chains to a combined distance of 25 meters.

165
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O Limit single-ended SCSI Fast-20 chains to a 3-meter cable length and fast
differential SCSI to 25 meters.

O You must terminate the SCSI bus.

O Assign unique SCSI addresses to each device on a chain and use higher address
numbers for devices that will benefit from faster response.

O To easily install new devices in your system that are not in the predefined or
customized ODM object classes, insert the base operating system CD-ROM for
your current OS level, and then run the smitty cfgmgr command, press F4 and
select the installation device, and press ENTER twice.

O Update your topology disk each time you add a new device, and send a copy
to IBM using the supplied mailer.
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life (usually in excess of two years), has been the secondary storage media of
choice for many years. The RS/6000 and pSeries machines support most any
type of tape drive, and IBM is always working on increasing the storage capacity.
Before we look at the attributes of the individual device types and tape formats,
it will be helpful to do a review of general tape characteristics. An understanding of
how data is represented on the physical media will assist you in making better use
of the resource.

Magnetic tape, because of its large storage capacity, low cost, and long storage

Physical Characteristics

The earliest use of magnetic tape was in the German magnetophon. This device used a
plastic tape doped with iron oxide. Later, the United States experimented with paper
tape coated with iron oxide. This was followed by acetate and finally polymer-based
tape. The thickness of the oxide coating, the particle density, and the particle distribution
on the tape surface determine the signal strength that may be encoded. A thicker and
denser oxide layer improves the signal strength but reduces high-frequency response for
audio tape. If the layer is too thin, print-through may occur. Print-through is the transfer
of the recorded magnetic signal between tape layers on the reel. Tape thickness and base
substrate also determine transport friction, media durability, and shelf life. Data-grade
tape employs a thicker and denser oxide coating than standard audio tapes and is
usually more expensive. This is changing somewhat with digital audio tape (DAT),
which has a denser coating than other audio tapes. The same relationship holds true for
data and video 8 mm tape. Good quality videotape may work in your 8 mm tape drive,
but I wouldn’t recommend it! I learned the hard way!

Over the last few years we have also seen improvements in mechanical transport
and head technologies. Helical-scan heads are replacing fixed-head configurations for
digital recording (see the illustration). Helical-scan heads spin as the tape moves across
the head surface. This reduces the transport speed requirements for the tape moving
from spindle to spindle. Data is written diagonally across the tape surface. This will be
an important point to remember when we talk about block sizes in the next section.
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Data Format

Data is recorded on tape in blocks. Each block of data is separated from the next by an
interrecord gap. Files on a tape are delimited by tape marks or file marks. A tape mark
indicates the beginning of tape (BOT). Two tape marks in succession indicate the end
of tape (EOT). BOT may also be followed by a special file called a tape label. The label
indicates the volume name, size, and sequence number in a multivolume set.

Blocks are either fixed or variable in length (see the following illustration).
Fixed-block format means that data is read and written in chunks that are all the same
size. Data must be read from and written to the media in multiples of the block size.
Variable-block format leaves it up to the application to determine the length of each
block of data. A request to read more data than is available in the next tape block will
result in a short read when using variable format. This feature is useful for commands
like dd that will support short reads, but it is detrimental to less-forgiving commands
such as tar, cpio, pax, backup, and restore. The good news is that, when using variable
block size, the dd command can be employed with an excessive block size to buffer
input to tar, cpio, backup, and restore.

# dd if=/dev/rmt0.
# dd if=/dev/rmtoO.
# dd if=/dev/rmtoO.
# dd if=/dev/rmtoO.

ibs=64k obs=512 | restore -xvf-
ibs=64k obs=5120 | tar -xvBf-
ibs=64k obs=5120 | cpio -ivB

1
1
1
1 ibs=64k obs=5120

pax -rf-

Inter-Record Gaps

—
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Block Size

Block size is an important consideration and will affect the total media capacity and the
time required to read or write data on the device. Larger block sizes reduce the number
of interrecord gaps and make better use of the tape. The block size should also reflect the
physical block size written by the device. For example, an 8 mm tape drive writes 1024
bytes per block diagonally across the width of the tape. If the block size defined to AIX
for the device is fixed at 512 byte blocks, then the device will write out 512 bytes of data
and pad the remaining 512 bytes in the physical 1024-byte block. This effectively reduces
the media capacity by half, and restores will take twice as long. When variable-length
blocks are defined in AIX for the example 8 mm device, block sizes larger than 1024 will
fill each physical block on the tape. If the block size used by the application is not a
multiple of 1024, then the last physical block written will be padded.

Block size is application dependent. Selecting the wrong block size can inhibit the
ability to read backup media and cause portability problems. IBM’s mksysb script
changes the block size to 512 bytes for the first three images (boot, bosinst, and toc) of a
bootable system backup tape and then restores the previous block size before backing
up the rootvg volume group to the fourth image. The savevg command is a symbolic
link to the mksysb script that will not change the tape device block size or create the
boot, bosinst, and toc images when backing up non-rootvg volume groups.

You can change the default block size defined to AIX for a tape device using the
chdev command or through SMIT, as shown in the following listing. Remember that
this does not alter the physical block size used by the device!

# chdev -1 rmt0 -a "block_size=0" <4— Variable block size
# chdev -1 rmt0 -a "block_size=512" <«————Fixed 512-byte block size
# chdev -1 rmt0 -a "block _size=1024" 4————Fixed 1024-byte block size

Or you can use the SMIT FastPath smit chgtpe.

# dd if=/dev/rmt0.1 ibs=64k obs=512 | restore -xvb
# dd if=/dev/rmt0.1 ibs=64k obs=5120 | tar -xvBEf-
# dd if=/dev/rmt0.1 ibs=64k obs=5120 | cpio -ivB

If portability is an issue, you will want to define a default block size of 0, which
indicates a variable block size. Byte ordering and ASCII/EBCDIC conversion can be
handled by the conv option to the dd command.

# dd if=/dev/rmt0 conv=swab < Swap byte pairs
# dd if=/dev/rmt0 conv=ascii +« Convert EBCDIC to ASCII
# dd if=/dev/rmt0 ibs=512 obs=1024 conv=sync <——Pad blocks

Table 10-1 provides a few hints when using tar to move data from an RS/6000
or pSeries machine to one of the listed vendor types.
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Vendor Hint

DEC OK. Check for compatible tape type/density.

Sun Sun uses 512-byte blocks by default. On RS/6000, set block size to 512 or use dd
conv=sync to pad blocks when reading Sun tapes.

HP OK. Check for compatible tape type/density.

SGl Swap byte pairs using dd conv=swab.

Table 10-1.  RS/6000 and pSeries Tape Conversions Using tar

Device Names

Along with the block size, you must also be aware of the implicit tape ioctl operations
associated with the device special filenames. Device special filenames are associated
with a unique major number that identifies the tape device driver location in the device
switch table. A per-device unique minor number identifies entry points in the tape
device driver that correspond to various density and tape control operations. If you are
familiar with other UNIX tape systems, you know that nearly everyone uses his or her
own scheme for naming device special files. Table 10-2 represents the AIX default device
names and the corresponding control operations and densities.

The high and low density values are dependent upon the device. Consult the
vendor documentation concerning the device characteristics.

Make sure you take a close look at the rmt man page information on how BOT,
EOF, and EOT are handled for both reading and writing. You may be in for a surprise
if you do not select the correct device name for your application’s requirements. This
can be especially true for EOT handling on nine-track tape drives. UNIX generally does

Filename Rewind on Close Retention on Open Density
/dev/rmt* Yes No High
/dev/rmt*.1 No No High
/dev/rmt*.2 Yes Yes High
/dev/rmt*.3 No Yes High
/dev/rmt* .4 Yes No Low
/dev/rmt*.5 No No Low
/dev/rmt*.6 Yes Yes Low
/dev/rmt* .7 No Yes Low
Table 10-2.  Tape Device Name Implicit Options
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not sense EOT before reaching it. Improper tape positioning at EOT can cause the
application to run the tape off the end of the reel. You will make few friends in the
operations staff if you do this very often.

Tape Positioning

The tape device driver supports a somewhat standard set of ioctl operations used to
control tape positioning. These operations can be invoked from the local command
line, remotely, or within a program. Local and remote positioning is handled by the tctl
and rmt commands, respectively. If you are familiar with the mt command on other
UNIX platforms, both mt and tctl are now supported by the same hard-linked runtime,
as can be seen by executing the command what /usr/bin/mt.

tctl -f/dev/rmt0 rewind <4— Rewind the rmt0 tape drive
tctl -f /dev/rmt0 offline 4«—————————— Rewind and eject the rmt0 tape drive
mt -f /dev/rmt0 rewind 4— Rewind the rmt0 tape drive
mt -f /dev/rmt0 offline <4— Rewind and eject the rmt0 tape drive

H* FH I H

For remote operation, be aware that AIX ioctl call numbers don’t necessarily map
one-for-one with those on the remote system (see Table 10-3). You can fix the mapping
problem by creating a wrapper for rmt to remap the command-line parameters to those
in use by the remote system.

AIX ioctl Number Remote ioctl Number Comment

STOFFL 5 MTOFFL 6 Rewind unload tape
STREW 6 MTREW 5 Rewind tape
STERASE 7 MTERASE 9 Erase tape
STRETEN 8 MTRETEN 8 Retention tape
STWEOF 10 MTWEOF 0 Write end-of-file marker
STFSF 11 MTFSF 1 Forward space file
STRSF 12 MTBSF 2 Back space file
STFSR 13 MTFSR 3 Forward space record
STRSR 14 MTBSR 4 Back space record
N/A N/A MTNOP 7 NO-OP

N/A N/A MTEOM 10 End-of-media

N/A N/A MTNBSF 11 Back space to BOF

Table 10-3.  AlX to UNIX ioctl Mapping




Be aware of where you are during tape operations. After each program read() or
write() operation, the tape head is positioned at the beginning of the next block or the
beginning of blank space. Tape marks are treated exactly like a file, so they must be
accounted for when skipping from file to file on a tape.

Permissions

Restricting access to tape devices tends to be a problem on many UNIX systems.
The device special files are commonly set read /write by the world. In the absence of
additional tape allocation software, you can easily create your own drive reservation

application using the following algorithm:

1. Check for a free device (absence of device lock files). If all devices are in use,
exit. If not, continue.

2. Fork and spawn a new shell. Wait until process exit to release the device.

3. Create a lock file for the selected device.

4. Set permissions and ownership to the requester.

The following are the default device permissions:

# 1ls -1 /dev/rmt*

CIW-Trw-Yrw- 1 root
CIW-Trw-Yw- 1 root
CrW-IrW-Xw- 1 root
CYW-TYW-XW- 1 root
CYW-IYW-XW- 1 root
CYW-YW-Xw- 1 root
CYW-YW-Xw- 1 root
CYW-YW-XwW- 1 root

TAPE TOOLS

AIX provides a limited set of tape utilities. The following set of commands supports

tape manipulation:

system
system
system
system
system
system
system
system

19,
19,
19,
19,
19,
19,
19,
19,

N o U W NP o

Feb
Feb
Jul
Jul
Jul
Jul
Jul
Jul

17
17
26
26
26
26
26
26

Chapter 10:

23:58 /dev/rmtO

22:58 /dev/rmtO.
/dev/rmto0.
/dev/rmto0.
/dev/rmtO.
/dev/rmtO.
/dev/rmtO0.
/dev/rmtO0.

2001
2001
2001
2001
2001
2001

e dd Read/write variable block sizes and perform data conversion

* tcopy Display tape directory or copy tape to tape

* tar, cpio, pax, backup/restore Archive; may use tape as a media

* rdump, rrestore Remote archive and restore; may use tape as a media

Tape Systems
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LINEAR OPEN TAPE (LTO) ULTRIUM TAPE DRIVES

In 1997, a consortium was formed between IBM, HP, and Seagate for a new open tape
standard. Ultrium is the first LTO offering from IBM. With Ultrium LTO, you get high
capacity at 100GB per tape and high performance at 10-20 MB/second.

The LTO tape drive uses an open industry standard and has improved reliability
over DLT, improved capacity (by 250 percent) over DLT, and improved performance
(by 250 percent) over DLT. Since LTO is an open format, there are multiple
manufacturers of media and drives, and the cartridges are interchangeable. There are
four generations in the works for LTO Ultrium tape drives as shown in Table 10-4.

For a complete list of all of the tape cartridge, tape drives, and tape library
specifications, refer to the IBM Web site at http:/ /www. storage.ibm. com/
ssg.html. From this Web page, select the TotalStorage Solutions product guide to
view the PDF file.

IBM’s Four LTO Ultrium Options

¢ Ultrium Tape Drive—Models 3580-L11 and 3580-H11

¢ Ultrium Tape Autoloader—Models 3581-L17 and 3581-H17
¢  Ultrium Scalable Tape Library—Model 3583

¢  UltraScalable Tape Library—Model 3584 L32 or D32

You can get more information on each of these IBM offerings at
http://www.ibm.com/storage/lto.

New to the LTO Ultrium Scalable Tape Library and the UltraScalable Tape Library
is the capacity for Native Fibre Channel connectivity through the internal SAN Data
Gateway Module.

At the high end of the Ultrium LTO offerings is the IBM UltraScalable Tape Library
3584-L32. This machine uses an exclusive multipath architecture with up to 12 logical
library partitions, supports both Native Fibre Channel and SCSI LTO drives, is

Generation First Second Third Fourth
Capacity 100GB 200GB 400GB 800GB
Transfer rate 10-20 MB/sec 20-40 MB/sec 40-80 MB/sec 80-160 MB/sec
Media Metal particle Metal particle Metal particle Thin film

Table 10-4.  LTO Ultrium Present and Future
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autocalibrating, has Dual Picker Robotics, supports redundant power supplies, and
can hold 141 to 281 Ultrium tape cartridges.

The LTO Ultrium Scalable Tape Library supports enhanced management
capabilities using StorWatch Expert ETL, which is a different StorWatch product than
the version used on the Enterprise Storage Server (ESS, a.k.a. the Shark). StorWatch
Expert ETL provides remote management capability by way of your Web browser,
which allows all of the operator control panel functions to be handled through the
network, including microcode downloads. This functionality also allows for SNMP
monitoring of the tape library.

The following operating systems are supported for LTO Ultrium attachment:

e AIX4.3.2or later

e (S/400 V4R4 or later

*  Microsoft Windows NT 4.0 with service pack 6
e Microsoft Windows 2000 for build 2195 or later
e Sun Solaris 2.6, Solaris 7, and Solaris 8

e HP-UX11.0

Most backup software is supported in the LTO Ultrium tape systems, but Tivoli
Storage Manager (TSM) is preferred by IBM.

IBM 3494 ENTERPRISE TAPE LIBRARY

The IBM 3494 Enterprise Tape Library is the workhorse for backup and recovery in
many large enterprises. The 3494 can store over 6000 tape cartridges and supports
up to 76 Magstar tape drives. The nice thing about the 3494 Tape Library is that it is
expandable to up to 16 library frames, which can store up to 748TB of stored data.

The Tape Library Base Frame holds the brains of the 3494 tape subsystem. The
control mechanism is a PC running OS/2, which runs the tape and robotic subsystems.
Each Tape Library Base Frame consists of the Tape subsystem, which supports IBM
3590 and 3490E tape drives, the Library Manager, a single- or dual-gripper tape
cartridge accessor, cartridge storage cells, which run across the front and back of the
frame, and an optional I/O station.

There are three types of expansion frame options to extend the capacity of the 3494
Tape Library:

¢ Tape drive expansion frames This type of frame is used to provide
additional tape drives and cartridge cells. Three types of drive frames
allow for flexibility in choosing the tape drive technology to suit your
particular needs.
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* Tape storage frames This type of expansion frame is used to add
additional tape storage cells. Each storage frame supports up to 400
additional tape cartridges.

¢ High-availability frames This type of frame adds an additional Library
Manager and a second cartridge accessor with either single or dual grippers
mounted at each end of the library. Having a second Library Manager
provides seamless continuation of service to keep running in the unlikely
event of the primary Library Manager or cartridge accessor failing. Both
of the cartridge accessors can operate at the same time by enabling the dual
active accessor feature.

You can combine various models of the Enterprise Tape Library to support up to
16 frames, which can hold over 6000 tape cartridges and up to 748TB of data.

LINUX TAPE SUPPORT

IBM's support for the Open Source platform of Linux has extended to the tape systems.
This support has produced an IBM Linux tape driver for the 32-bit Intel-based platforms
starting with Red Hat Linux version 7.1. This new tape subsystem driver adds extended
tape operation capabilities, including better error recovery and a suit of tape utilities for
the lineup of IBM tape products. The following is a list of the Linux supported tape
drives and autoloaders tape systems.

¢  Ultrium External Tape Drive—Model 3580

¢ Ultrium Tape Autoloader—Model 3581

¢ IBM Enterprise Tape Drive—Model 3590 and E11/B11 and E1A/E1B
tape systems

e IBM Enterprise Tape Library—Model 3494
¢ Ultrium Scalable Tape Library—Model 3583
¢ UltraScalable Tape Library—3584

PUBLIC DOMAIN TAPE TOOLS

Many public domain and commercial software packages are available for download,
as in Table 10-5 although, of course, the commercial packages come at a cost. You can
search the Web for software products, but two useful ones can be found at the
following URLSs:

http://www.stokely.com/ unix.sysadm.resources/backup.html
http://www.rootvg.net/
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Amanda Extremely flexible backup tool that supports network and local backups, kerberos security,
and almost any tape subsystems including tape libraries.

magtapetools Package of tape tools supporting interrogation of tape contents, tape copy, reading random
blocks, and reading/writing ANSI labels.

tapemap Map a tape. Reports min/max block size and block count for each file on the tape.

fshackup Incremental backup utility that supports compression and encryption.

storix Complete backup management for all RS/6000s, pSeries, SPs, and Intel IA-64 systems

running AIX. Supports local and network backups.

Table 10-5.  Additional Tape Tools

CHECKLIST

The following is a checklist for the key tape system points:

O

O

Data is recorded on tape in blocks. Each block of data is separated from the
next by an interrecord gap.

Files on a tape are delimited by tape marks or file marks. A tape mark indicates
the beginning of tape (BOT). Two tape marks in succession indicate the end of
tape (EOT).

BOT might be followed by a special file called a tape label. The label indicates
the volume name, size, and sequence number in a multivolume set.

To maximize tap use efficiency and minimize restore time, use the chdev
command to change the AIX default block size for a tape device so it matches
the device's physical block size.

If portability is an issue, define a default block size of 0, which indicates a
variable block size.

Device special filenames are associated with a unique major number
identifying the tape device driver location in the device switch table.

Handle local and remote positioning with the tctl and rmt commands
respectively.

Because the device special files are commonly set read /write by the world, if you
want to restrict access to tape drives in the absence of additional tape allocation
software, you can easily create your own drive reservation application.
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O Use the tcopy command to display a tape directory or copy tape to tape.

O The standard tar, cpio, pax, backup/restore commands can use tape as
a media.

O The remote archive and restore commands rdump, rrestore can use tape
as a media.
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systems. The most important chapter in this book is this chapter. A thorough

understanding of the storage hardware and the Logical Volume Manager (LVM)
and its components is vital to effective AIX system management. I want to start this
chapter with the hardware components and then move into the components of the
Logical Volume Manager (LVM) and the terminology that we use.

Since you are reading this book, you are without a doubt going to manage AIX

DISK EVOLUTION

Are your filesystems half full, or are they half empty? It doesn’t matter how much
disk space you throw into a system. They are always half full and growing fast!

A typical AIX 5L installation with DocSearch installed is about 2.75 gigabytes (GB)
for a base installation. A more valid size for all of the extra toys is on the order of 4GB
of unmirrored space. (Always mirror the root volume group!) If you have been around
computer systems for a long time like I have, you may remember when 10MB hard
drives on an IBM PC/XT seemed like more storage than you could ever use. Today the
IBM pSeries machines ship with 32GB and 72GB hard drives, and 128GB and 256GB
drives are coming fast.

DISKS ARE DOUBLING EVERY SIX MONTHS

As I stated in the previous section, the IBM pSeries machines are shipping with 32GB
and 72GB drives. This transition to twice the disk space occurred in only six months!
Of course this disk technology has been in the works for years. The evolution is possible
because of two main factors: The disk drive head is getting much smaller, and the platter
technology keeps getting better. The disk drive heads are getting as small as the surface
mount electronic components that you see on circuit boards.

A drive head in the 1980s was the size of your fingernail, but the disk drive could
only hold about 10MB of data. The smaller and smaller heads allow for finer granularity
of the disk platter. The disk platter technology is moving to better platter material,
and many companies are doing research and development on plastic disk drives. The
plastic platter is coated with a magnetic substrate to give the plastic magnetic properties.
As these new technologies are perfected, the disk drives are doubling in capacity every
six month while keeping the same footprint.

DISK HARDWARE

Workstation and personal computer disk drives have primarily been either Integrated
Drive Electronics (IDE) drives or Small Computer System Interface (SCSI) drives.

IDE drives integrate all the controller functions into the disk housing. SCSI drives also
integrate controller functions in the disk assembly but require a more complex adapter
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card on the I/O bus. The IBM pSeries and RISC System /6000 support internal SCSI
disks, as well as Micro Channel or PCI adapters (depending on model) for attaching
external single-ended, differential, fast, narrow, wide SCSI, SCSI-2, and Ultra-SCSI disk
devices. However, you are not going to see an IDE drive in a pSeries machine, only
SCSI, SSA, ESS (The Shark!), and optical storage.

Be on the lookout for solid state storage! You may have noticed that memory prices
have come down quite a bit during the last few years. Researchers are working to use
this same type of technology to developt solid state disk drives. A few companies
are offering these “disk drives” already, but some more work needs to be done for
these to be mainstream. Of course, these chips do not lose your data when the machine
is turned off! The technology is a type of nonvolatile RAM (NVRAM) that can be
dynamically updated.

Serial Storage Architecture (SSA)

A recent option for connecting disk devices is IBM’s Serial Storage Architecture (SSA).
SSA uses a loop configuration for connecting devices to one or more pSeries or
RS/6000 computers. The loop architecture is akin to token ring or dual-ring FDDI

in that the loop can be broken and traffic will be rerouted using the remaining link,
thus allowing you to add disks to an SSA loop on a running system. It provides fault
tolerance in the machine to device connection that is not available with SCSI or
IDE-type attachment. There is also no bus arbitration protocol like that required in
SCSI configuration. SSA supports concurrent full-duplex 80 MB/sec I/O between

the host and disk device. This capability is called spatial reuse.

Using diag to Troubleshoot SSA Disks

The diag facility is used to troubleshoot the SSA subsystem. The most valuable task
is to verify the SSA loop. Given a visual representation of the loop, it is very easy to
troubleshoot the SSA subsystem. At the command line, enter diag. This command
will start a query of the system, and then a screen is displayed. Press the ENTER key to
continue with diag or press F3 to exit. In the next panel, use the arrow keys to move
down and select Task Selection. Page down the Task Selection list to close to the
bottom where the SSA disk utilities are located. One of the selections is Loop
Verification. Select which SSA loop you want to verify and press ENTER. The output
will vary depending on how the SSA loop has been configured, but a broken or open
loop will stand out with the specific disk marked.

RAID

A Redundant Array of Independent Disks (RAID) brings additional fault tolerance
into storage support through the use of data mirroring and striping technologies.
In addition to data fault tolerance and availability, RAID can maximize read I/O
performance by spreading access across multiple disk devices, which allows more
spindles to get into action to read and write data.
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Essentially, RAID is a group of drives (stripe or mirror set) that are linked by a
special-purpose bus, processor, and cache memory structure to distribute file data
across all the drives in the set. The type of mirroring or striping performed is designated
by the RAID levels 0-5. RAID level 0 is used to stripe data across disks without any
parity recovery support. RAID level 1 is what we have come to know as mirroring.
RAID level 2 is a technique originally patented by Thinking Machines, Inc. In a RAID 2
configuration, data is bit- or byte-striped across multiple drives along with parity
information that can be used to reconstruct the data on any individual driver in the
event of a failure. Like RAID 2, RAID level 3 synchronously stripes data across all of
the drives, but it uses a single drive to store the parity information for the stripe set.

RAID level 4 stripes data like RAID levels 2 and 3 and records parity. It differs from
the other two in that data can be read asynchronously across the drives in the stripe set,
improving concurrent read access. Writes must occur synchronously, so an I/O is not
complete until all drives in the set have been updated. RAID level 5 is similar to the
previous three with the exception of parity data. Parity is striped across the drive set to
eliminate the problem created if a single parity drive should fail.

Many shops I have worked at use RAID 0+1, which is commonly referred to as
RAID 10. Using RAID 10 increases performance and reliability by taking the RAID
level 0 stripped disks and mirroring them with RAID level 1 technology. I mostly see
the RAID 0+1 configuration done with SSA 7133 drives. The various RAID levels are
outlined in Table 11-1.

RAID and a Storage Area Network (SAN)?

Configuring the Enterprise Storage Server (ESS), which is commonly referred to as
“The Shark,” is a little different than you might expect. All of the disks that are zoned
and configured for your machine to see are presented to your system one time for each
fibre channel adapter that is connected in this disk zone. As an example, if you have ten
disks, hdisk10 through hdisk19, and you have four fibre channel adapters, you will
see each disk four times! This can be very confusing to look at, but the system really
converts these multiple disks into what is called a V-Path.

Level Description

RAID 0 Striped data, no parity

RAID 1 Mirrored data

RAID 2 Striped data with parity

RAID 3 Striped data with parity drive

RAID 4 Striped data with parity and asynchronous read access
RAID 5 Striped data with striped parity

Table 11-1.  RAID Levels
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The V-Path is a virtual path to the disk drive that the system can see. So when you
create a volume group of a logical volume, you specify which disk by using the V-Path
definition. The trick to make the disks “RAID” is that we stripe each logical volume
across all of the fibre channel adapters, which is done by the load balancing software. The
performance gain is big with four paths into the same internal RAID level 5 array.

The ESS uses RAID level 5 internally, so this configuration really smokes! You can also
use JBOD (Just a bunch of disks) in a Shark, but you lose automatic recovery in case
of a disk failure. There is much more on storage area networks in Chapter 29.

Fixed Disk Architecture

The disks themselves are multiple platters stacked like records on a hub (see Figure 11-1).
Each platter is coated with a magnetic substrate. One or more electromagnetic heads
may be moved back and forth across a platter from outer edge to inner edge. The heads
react to the polarization of the magnetic particles formatted in circular tracks around
the surface of the platter. The heads are positioned on the platters by a disk controller
circuit that receives its instructions from the operating system.

Most disks come preformatted with a bad-sector map allocated. If you have to format
a disk, invoke the diag command or reboot the system in single-user maintenance mode.
From the diag function selection, select Task Selection followed by Media Format and
Media Certify.

# diag

Function selection

Task selection (Diagnostics, Advanced diagnostics, Service aids, etc.)
Service aids

Format media
Certify media

TOP VIEW SIDE VIEW

Tracks

Figure 11-1.  Fixed disk architecture
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Formatted space on the disk is made up of sectors or blocks. The sector size will
vary with make and model and may be either fixed or variable. Tracks are made up
of sectors aligned in circles on each platter. Stacked tracks on the platters make up a
cylinder. All of these huge disks today are the result of technology that has dramatically
reduced the size of the head that rides on the platter. If you open up a disk drive (only
do this with a bad disk!) and remove the head from the actuator arm, you can see that
the head is only a tiny speck. Before this new technology, the head was about the size
of a pinky fingernail.

DISK INSTALLATION

To add a new SCSI disk to the system, plug the disk onto one of the SCSI adapters on
the back of the system unit. This is best done with the system powered down, but it
can be done online if your disks and the subsystem are hot-swappable. Multiple SCSI
devices may be daisy-chained from a single SCSI adapter. Each disk must represent a
unique SCSI ID and logical unit number (LUN) in the chain. The SCSI ID is jumper or
switch selectable on the drive assembly or casing. SCSI IDs range from 0 through 7 for
older SCSI drive and 0-15 for the wide and Ultra SCSI, with 7 usually assigned to the
adapter. When the system is booted, the new disk is automatically identified and
recorded in ROS and the ODM database. You can update device information online
by invoking cfgmgr or using the mkdev command. The new disk is assigned the next
available hdisk<nn> label.

# mkdev -c disk -s scsi -t osdisk -p scsi2 -w 8,0 -1 hdiskl0 -a pv=yes
# cfgmgr -v1 scsi2

(or)

# cfgmgr -v

(or)

# smitty cfgmgr
# lspv
# lsdev -Cc disk

Use the Ispv and Isdev commands shown here to make sure that the disk has
a PVID and is in an available state.

Managing Physical Volumes

The physical disk volumes in AIX are given the name hdisk#, where # is an integer

number starting with 0, zero. The disks are detected, configured, and given a name by
the Configuration Manager, with the cfgmgr command. The actual name of the disk is
dependent upon where it is physically installed in the system, since cfgmgr walks the
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bus and assigns hdisk numbers as each disk is found. In most systems, the cfgmgr will
walk the bus in a parallel mode, but you can override this method by adding the -s flag
to the cfgmgr command to specify serial mode.

There are some tricks that will influence the hdisk number assignments that you
may need to use at one point or another. An example is HACMP clustered systems
(see Chapter 28 for more details), where it is extremely important that the hdisk
numbers for shared disks are in sync. One way of getting the hdisk numbers in sync
is to power on the external disk sets one at a time and run cfgmgr multiple times, one
for each disk set power on. The trick is to duplicate the efforts on each machine at each
step through the process.

The procedure would look something like the following:

1. Stop all applications on both systems.

2. Remove the hdisk definitions for all of the disks that you want to sync that are
not in rootvg. Use the rmdev -dl hdisk# command for each disk. Repeat for all
systems in the shared disk cluster.

3. Run the Ispv command to ensure that the all of the disks have been removed.

4. Power down all of the disks for which you want the hdisk numbers to be
in sync.

5. Power on the first set of disks. These disks will receive the lowest hdisk numbers.

6. Run cfgmgr -v on each system. If you know the parent adapter for the disks,
you can execute the cfgmgr -vl adapter command.

7. Run Isp to ensure that the disks are numbered as you want them on each system
and to ensure that the disk numbers are in sync. You will need to refer to the
PVID to ensure that the PVID and the hdisk numbers match on all systems.

8. Repeat steps 5, 6, and 7 for the remaining disk sets.

An Easier Way to Rename Disks
If the preceding section just lost you, try the exercise in this section. The scenario goes
like this: We have three disks on the scsil controller named hdisk2, hdisk3, and hdisk4.
We need to remove these disks and add them back to the system as hdisk10, hdisk12,
and hdisk14.

The first step is to list the disk locations within the system:

# lsdev -Cc disk

hdisk0 Available 04-B0-00-0,0 Other SCSI Disk Drive
hdiskl Available 04-B0-00-1,0 Other SCSI Disk Drive
hdisk2 Available 04-03-00-8,0 Other SCSI Disk Drive
hdisk3 Available 04-03-00-9,0 Other SCSI Disk Drive
hdisk4 Available 04-03-00-10,0 Other SCSI Disk Drive
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Next we need to list the adapter locations within the system:

# lsdev -Cc adapter | grep scsi

scsi0 Available 04-BO Wide SCSI I/O Controller
scsil Available 04-03 Wide SCSI I/O Controller

We now need a list of the volume groups involved in this disk reassignment:

# lspv
hdisko 000400434b33e6eb rootvg
hdiskl 000400434a771e22 rootvg
hdisk2 000400439e42cd74 appvg
hdisk3 000400439a5deff0 appvyg
hdisk4 000400439a5e07e9 appvg

Before we make any changes, we first need to make the target volume group
unavailable:
See the section “Varying On and Varying Off Volume Groups”
later in this chapter for more details.

Now we can remove the target devices on scsil (2@8,0 3@9,0 4@10,0). From the
command prompt, enter the following command sequence. Basically, this is like writing
a shell script on the command line:

# varyoffvg appvg <——

# for N in 2 3 4

> do

> rmdev -dl hdisk$SN

> done
NOTE Do not type the greater than signs (>), because these are prompts. Press ENTER after each line.
Preview the commands to add the devices with new names:

# for NA in 10@8,0 12@9,0 14@10,0

> do

> N=$(echo $NA | awk -F@ '{print $1}')

> A=$(echo $NA | awk -F@ '{print $2}')

> echo "mkdev -c disk -s scsi -t osdisk -p scsil -w $SA -1 hdiskSN -a pv=yes"

> done
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The preview output will show these commands:

mkdev -c disk -s scsi -t osdisk -p scsil -w 8,0 -1 hdiskl0 -a pv=yes
mkdev -c disk -s scsi -t osdisk -p scsil -w 9,0 -1 hdiskl2 -a pv=yes
mkdev -c disk -s scsi -t osdisk -p scsil -w 10,0 -1 hdiskl4 -a pv=yes

Now remove the echo around the mkdev command to actually execute the commands:

for NA in 10@8,0 12@9,0 14@10,0
do
N=$ (echo $NA | awk -F@ '{print $1}')
A=$ (echo $NA | awk -F@ '{print $2}')
mkdev -c disk -s scsi -t osdisk -p scsil -w $A -1 hdiskS$N -a pv=yes
done
The resulting output is shown here with our new hdisk numbers:
hdisk1l0 Available
hdiskl2 Available
hdiskl4 Available
List the new device names:
lsdev -Cc disk

hdisk0 Available 04-B0-00-0,0 Other SCSI Disk Drive
hdiskl Available 04-B0-00-1,0 Other SCSI Disk Drive
hdisk1l0 Available 04-03-00-8,0 Other SCSI Disk Drive
hdiskl2 Available 04-03-00-9,0 Other SCSI Disk Drive
hdiskl4 Available 04-03-00-10,0 Other SCSI Disk Drive

List the hdisks numbers, PVIDs, and the associated volume groups:

lspv
hdisk0 000400434b32e6eb rootvg
hdiskl 000400434a781e22 rootvg
hdisklo0 000400439e42cd74 appvyg
hdiskl2 000400439%9a5deff0 appvg

hdisk1l4 000400439%9a5e07e9 appvg
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Note that the physical disks in a volume group are identified by the PVID and not
by the hdisk number. We do not have to import the volume group again before we
vary it on.

# lgueryvg -Atp hdiskl0

Max LVs:

PP Size:
Free PPs:

LV count:

PV count:
Total VGDAs:
Conc Allowed
MAX PPs per
MAX PVs:
Conc Autovar
Varied on Co
Logical:

Physical:

Total PPs:

256

25

504

3

3

3

0

1016

32

0

0
000400439a5df5d2.1
000400439a5df5d2.2
000400439a5df5d2.3
000400439a5deff0 1
000400439a5e07e9 1
000400439e42cd74 1
813

lvlacl 1
loglv00 1
1vol 1

0

0

0

Make the volume group available again by varying appvg back online:

# varyonvg appvg 4+———— No need for importvg in this case

Configuring a Hot Spare

In this hot spare example, appvg is mirrored from hdiskl1 to hdisk2, and hdisk3 and
hdisk4 will be the hot spares:

# lsvg appvg

VOLUME GROUP:
VG STATE:

VG PERMISSION:
MAX LVs:

LVs:

OPEN LVs:
TOTAL PVs:
STALE PVs:
ACTIVE PVs:

appvg
active
read/write
256

0

s o o

VG IDENTIFIER:
PP SIZE:

TOTAL PPs:
FREE PPs:

USED PPs:
QUORUM :

VG DESCRIPTORS:

STALE PPs:
AUTO ON:

0000224800004900000000ebab4aefe2
32 megabyte(s)

2184 (69888 megabytes)
2184 (69888 megabytes)
1092 (34944 megabytes)

1
3
0

yes
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MAX PPs per PV: 1016 MAX PVs: 32
LTG size: 128 kilobyte(s) AUTO SYNC: no
HOT SPARE: no

Check for the volume groups associated with the disks:

# lspv

hdiskO0 0000468644af1894 rootvg
hdiskl 00003095a330a867 appvg

hdisk2 00003095a330baas appvg

hdisk3 00003095a330bca2 appvg

hdisk4 00003095a330c825 appvg

The chpv command has a -h flag the sets the characteristics and the allocation
permissions of the physical volume so that it can be used as a hot spare. The -h flag has
no effect for nonmirrored logical volumes. The -h flag can take either yorn as a
parameter to add or remove the disk to or from the hot spare pool.

Set up the hot spare disks:

# chpv -h 'y' hdisk3 hdisk4 # -h [y]|n]

Check the hot spare disks:

# for N in a867 baa8 bca2 c825

> do

> lquerypv -g 0000224800004900000000ebab4aefe2 -p 00003095a330SN -S
> done

0

0

32

32

NOTE Do not enter the greater-than (>) signs; these are prompts.

Just like the chpv command, the chvg command uses the -h flag to set the sparing
characteristics for the volume group, which is specified by the VolumeGroup
parameter. The -h flag has four parameters that may be used:

e y Allows for automatic migration of failed disk partitions from one failed
disk to one hot spare.

* Y Allows for automatic migration of failed disks and can migrate to the entire
hot spare pool. This is different than a one-to-one partition migration.

* n Prohibits failed disk migration. This is the default.

e r Removes all of the disks from the hot spare pool for the volume group.
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Next we will enable a hot spare for the volume group:

# chvg -h'y'

-s'y!

appvyg

We use the -s flag to sync the mirrors in the previous command.
View the volume group changes,

# lsvg appvg
VOLUME GROUP:

appvyg VG IDENTIFIER:

0000224800004900000000ebab4aefe2

VG STATE:

VG PERMISSION:
MAX LVs:

LVs:

OPEN LVs:
TOTAL PVs:
STALE PVs:
ACTIVE PVs:
MAX PPs per PV:
LTG size:

HOT SPARE:

check for errors,

# errpt | head -3

IDENTIFIER TIMESTAMP
0127191502 I O RMCdaemon
0127184302 P S console

A6DF45AA
7F88E76D

check the daemon,

# lssrc
Subsystem
ctrmec

-s ctrmc

active PP SIZE: 32 megabyte(s)
read/write TOTAL PPs: 2184 (69888 megabytes)
256 FREE PPs: 2184 (69888 megabytes)
0 USED PPs: 1092 (34944 megabytes)
0 QUORUM : 1
4 VG DESCRIPTORS: 3
0 STALE PPs: 0
4 AUTO ON: yes
1016 MAX PVs: 32
128 kilobyte(s) AUTO SYNC: yes
yes (one to one)

T C RESOURCE_NAME DESCRIPTION

PID
13934

Group
rsct

check the process tree:

# pstree -p 13934

-

00001 root /etc/init

\-+= 03150 root /usr/sbin/srcmstr

\--=

13934 root

or just use the AIX ps command:

# ps -ef | grep rmcd

root 13934

3150

0 10:02:00 -

[3]/usr/sbin/rsct/bin/rmcd -c

The daemon is started.
SOFTWARE PROGRAM ERROR

Status
active

0:00 /usr/sbin/rsct/bin/rmcd -c
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If you like using the pstree freeware program, you can get the source code at either
of the following URLs:

http://freshmeat.net/projects/pstree/
ftp://ftp.thp.Uni-Duisburg.DE/pub/source/

INTRODUCING THE LVM

If you plan to work with AIX, you must learn and understand the Logical Volume
Manager (LVM) and how it works. I want to start with the makeup of the LVM. We
start with the largest structure, which is one or more disks grouped together to make
a volume group (VG). Within the VG, we create logical volumes (LVs). The LV is made
up of logical partitions (LPs) that are mapped to actual disk partitions called physical
partitions (PPs). On top of the LV, we can create filesystems, which have a mount point
or directory. We can also have raw logical volumes, which are nothing more than an LV
without a mount point that is accessed through its raw device name. Databases like to
use raw LVs, but it is a big no-no to pair raw LVs with High Availability Cluster Multi-
Processing (HACMP)! For details on HACMP, see Chapter 28.

The LVM consists of the following components:

*  Volume groups (VGs)

*  Physical volumes (PVs)
* Logical volumes (LVs)

* Logical partitions (LPs)
® Physical partitions (PPs)

Notice the acronyms for each component: VG, PV, LV, LP, and PP. You will see
these often, so please learn each acronym. If you understand the concepts of the
preceding five LVM components and how they interrelate, you have it licked. We
are going to take these components one at a time and explain how they interrelate.

A physical partition (PP) is a section of disk space that can be used for logical volumes
(LVs). Typically, logical volumes are for filesystems and for paging space. Traditional
legacy UNIX systems restrict partitions to contiguous space on a single disk such that
a single filesystem cannot be any larger than the size of available contiguous space on a
single disk. However, AIX uses the concept of logical volumes (LVs) to map to physical
disk space. A logical volume is represented by a mapping of logical partitions (LPs) to
physical partitions (PPs) residing on one or more physical disks within the same volume
group (VG).

Each physical disk may contain up to 1016 physical partitions (PPs) ranging in
size from 1 to 256 megabytes, in powers of 2. Starting in AIX 4.3, you can increase
the number of PPs, but you will decrease the maximum number of disks for the VG.
There are mathematical limits to addressing that require this give and take. The default
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physical partition size is four megabytes. However, the size of the PP depends on the
size of the disk. The PP size is the same for the entire VG! One to three physical
partitions may be mapped to a logical partition, which is called mirroring. Logical
volumes are allocated from logical partitions within a single volume group (VG).

The LVM Components

The Logical Volume Manager consists of a hierarchy of components from the smallest
piece called the Physical/Logical partition (PP and LP), to the Volume Group being the
largest. The LVM components are described in the following five items.

1. A physical volume (PV) is a single piece of disk storage. A PV may be a single

disk drive, or it may be a single RAID multidisk array. As an example, if I
create an eight-disk RAID level 5 SSA disk array, it is presented to the system
as a single hdisk<#>, maybe hdisk5. Individual disks, which are not part of an
array, are also presented to the system as a single hdisk<#>, maybe hdisk1.

So a physical volume (PV) is exactly what you would expect, a physical piece of
storage hardware. The disk(s) can be attached internally in the machine or can
be attached as an external hardware component.

. A volume group (VG) is a collection of one or more physical volumes (PVs). All of

the PVs added together make up the total size of the VG. As an example, if I
create a VG, maybe I call it appvg, and with ten 32GB individual disk drives,
the total size of the VG is 320GB. A VG is the largest unit of storage that AIX
can allocate. Within the VG, we create smaller structures like logical volumes
(LVs) and filesystems, which are discussed later. A nice thing about a VG is
that it can be moved from one machine to another machine and imported to be
a resident VG. Since a VG is made up of PVs, we break up a VG into physical
partitions (PPs), which are the smallest unit of measurement within a VG.

. A physical partition (PP) is a small block of a PV, or physical volume. A PP is the

basic building block unit of storage. So a PV is split up into equal-sized blocks
of storage called PPs, or physical partitions. The size of the PP is referred to
as the PP size. The default PP size is 4MB. However, this default was created
when a 4GB disk was the standard, and now we have huge disks shipped with
the machines. All PPs within a VG are the same size, and you cannot change
the PP size dynamically. Since a PV is split up into equal-sized PPs, there is a
standard maximum number of PPs of 1016. For larger disk drives, and disk
arrays, you have two options: 1) increase the size of the volume group PP to
larger than 4MB, in powers of 2, which you cannot do on the fly. The second
option is to allocate more PPs to each PV, which you can do on the fly. The
maximum number of PPs is extended by multiples of 1016. Since a VG has

a maximum number of PPs, each time you double the maximum number of
PPs per PV, you cut in half the maximum number of PVs within the VG. We
will cover this topic more later in the chapter, so just keep reading.
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4. A logical partition (LP) is a map to a physical partition (PP) on a disk drive. The
LPs are allocated in contiguous units. However, the PP that each LP maps to
can be any PP within the same VG, or volume group. This is the mechanism
that allows a filesystem to span multiple disks in AIX.

5. A logical volume (LV) is a collection of one or more logical partitions (LPs) within
the same volume group (VG). The PPs that each LP is mapped to can be any PP
within the same VG. This LP mapping allows the disk space to be presented to
the system as contiguous disk space when in reality it is the LP map that is
contiguous. On top of these logical volumes, we can build filesystems that can
be accessed through a mount point, or directory. Each logical partition (LP)
that makes up a logical volume is the same size as the PP size (4MB by default);
they are one and the same, with each LP mapping to a PP.

Putting the LVM Together

Each VG is made up of 1 to 32 physical disks for normal VGs and 128 disks for big
volume groups. Partition mapping, volume management, and interfaces are implemented
through a pseudo-device driver and manager called the Logical Volume Manager or
LVM. There is a lot to the LVM, so let’s start out slow, and I hope I have not lost you
already. Look at Figures 11-2 and 11-3 to see how the LVM components go together.

Using the abstraction of logical to physical partition mapping, AIX is able to
dynamically increase the size of volume groups, logical volumes, and ultimately
filesystems without service interruption! Prior to LVM support, you were required to
back up the filesystem to disk or tape, destroy the data structure, rebuild the structure
with the new allocation sizes, and restore the backup. LVM allows you to manage
disk space online dynamically rather than requiring hours of filesystem downtime,
and for paging space, you can also reduce the size of a paging space volume on the
fly with AIX 5L!

Physical Volume 1 Physical Volume 2
m m
v v

Logical Volume 2

Logical Volume 3
e

Logical Volume 1
e e

Logical Volume 2 Logical Volume 1
~N N ~

Figure 11-2. PV to VG to LV mapping
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Logical Volume

Physical Volume 1

LP1[I P2(LP3|LP4
1 «

LP5)| NN

Physical Volume 2

Figure 11-3. LV to LP to PP mapping

Tailoring the logical partition mapping allows you to optimize filesystem placement.
Busy filesystems should be located in the center of the physical disk (referred to as
intradisk policy) and spread the data across multiple physical disks, or PVs. The LVM
also supports mirroring, making duplicate copies of a logical volume available for
concurrent read access. Mirroring also improves data availability.

AIX 4.3 LVM and above supports RAID 0 striping. As you may already know, striping
is a mechanism that allows you to distribute a file or filesystem’s data blocks evenly
across multiple disks to improve I/O performance. Striping is specified when you create
the logical volume. There are a few restrictions when using striped volumes. Physical
partitions must be allocated evenly between the disks included in the stripe set. You
can’t combine other LV features like mirroring with striping (RAID 0+1 is done within
the SSA configuration and is detached from the LVM), and you can’t move a striped LV
after creation. Do your homework up front before settling on a striped configuration.

A striped LV does not like to be unstriped, but you can do it by creating a new LV and run
a migratepv command to move the data to the new area. A new feature in AIX 5L is the
options for mirror write consistency (off, active, or passive).

Hot Spot Management

New to 5L is the ability to for hot spot management. With hot spot management, you
can move individual hot LPs between disks, of course within the same VG. Hot spot
management is a very useful tool to fine-tune the disk performance within a volume
group. The ability to move a single LP from one disk to another is only available in
AIX 5L and presents a huge advantage over any other operating system for disk tuning.
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Here is how AIX 5L hot spot management works. A hot spot problem exists when
one or more logical partitions on a disk have so much disk I/O activity that the
system performance is degraded. AIX 5L has provided two new commands, Ivmstat
and migratelp, that enable you to identify and resolve hot spot problems in each
logical volume.

Gathering Statistics

Before you can monitor for hot spots, you must enable the gathering of statistics using
the lvmstat command.

# lvmstat -e -v rootvg

The previous command will enable statistic gathering for the rootvg volume group.
You can also enable gathering of statistics on a single logical volume by using the -1
flag and specifying the logical volume name as shown in the next command:

# lvmstat -e -1 hd2

By default, statistics gathering is turned off. Enabling statistics at the volume group
level allows you to monitor all logical volumes in the volume group, as opposed to a
single logical volume.

The lvmstat command will produce reports at the logical volume level. The first
report produced by the lvmstat command shows statistics since the last system reboot.
The succeeding reports show the statistics since the previous report. See the lvmstat
output listed here:

# lvmstat -v rootvg

Logical Volume iocnt Kb_read Kb_wrtn Kbps
hd2 9358 21548 25520 0.01
hdovar 6098 538 23714 0.00
hd4 4418 1908 15980 0.00
hds 3261 0 13044 0.00
lvscripts 2073 3044 1244 0.00
hd3 170 112 616 0.00
hde 118 456 16 0.00
hdloopt 93 324 68 0.00
1v00 30 35 0.00
hdl 11 8 8 0.00
hds 0 0 0 0.00

As you can see, the report is produced in descending order or activity. This output
for the rootvg volume group shows the I/O activity for each logical volume including
the number of I/O requests (iocnt), the KB of data read (Kb_read), the KB of data
written (Kb_wrtn), and the KB/second of data transferred (Kbps). If the -1 flag is
specified, then the statistics are for the physical partition partitions of the logical
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volume named. The mirrored copies of each logical partition are considered to be
independent for reporting purposes. This independence allows you to fine-tune the
mirrors for hot spots.

The Ivmstat also allows reporting over an interval, specified in seconds. Each
interval produces a separate report. The first report in the series contains statistics since
the volume group was last varied on, and each subsequent report contains the statistics
since the last report. The count parameter allows you to specify how many partitions to
report on if the -1 flag is used to specify a single logical volume, or how many logical
volumes to report on if the -v flag is used to specify a volume group. If the count is 5,
then the five busiest partitions are reported for logical volumes (-1) or the five busiest
logical volumes are reported for a volume group (-v). As an example, to display the top
three logical volumes in the rootvg volume, use the following command:

# lvmstat -v rootvg -c 3
Logical Volume

hd2

hd9var

hd4

iocnt
9682
6258
4536

Kb_read

23016
564
1960

Kb_wrtn

25920
24366
16412

Kbps
0.01
0.00
0.00

To display the top ten logical partitions for the hd2 logical volume, use the
following command:

lvmstat -1 hd2

Log_part
5

1
107
9
55
23
37
57
11
15

-c 10

mirror# iocnt

1

R R R R R R PR PR

1207
1047
754
427
412
401
392
376
334
245

Kb_read
652
72
508
156
348
304
296
228
76
440

Kb_wrtn
8084
4116
2520
2796
1328
1304
1276
1276
1260

552

Kbps
.00
.00
.00
.00
.00
.00
.00
.00
.00
.00

O O O O O O O o o o

To display reports continuously every five seconds for the hd2 logical volume,

issue the following command:

# lvmstat -1 hd2 5

To display ten reports every five seconds, run the following command:

# lvmstat -1 hd2 5 10
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To reset the all of the statistics counters for the rootvg volume group, run the
following command:

# lvmstat -v rootvg -C

To disable statistics gathering for the rootvg volume group, use the following
command:

# lvmstat -d rootvg

Migrating Physical Partitions

Using the output of the lvmstat command, it is very easy to identify the hot logical
partitions (LPs). These heavily used LPs will stand out and will be listed at the top of
the report output. If you have a disk with several hot LPs and you want to balance the
load across the available disks, you can use the migratelp command to move the LPs
between disks.

The migratelp command uses the logical partition number (LPartnumber), the
logical volume name (LVname), the logical volume copy number (Copynumber),
and if the LV is mirrored, the destination physical volume (DestPV) and the physical
partition number (PPartNumber) to control how the copy service will be used. The
syntax of the migratelp command is listed here:

migratelp LVname/LPartnumber|[/Copynumber] DestPV[/PPartNumber]

If the destination PPartNumber is specified, it will be used; otherwise, a destination
PPartNumber will be generated using the interregion policy of the logical volume. For
mirrored LVs, the first mirror copy of the LP will be moved. If you want to specify
which LP copy to migrate—and you will want to do this—you must use 1, 2, or 3 for
the Copynumber parameter to the migratelp command. Some manual page examples
are listed here for using the migratelp command:

1. To move the first logical partitions of logical volume Iv00 to hdisk1, type
# migratelp 1v00/1 hdiskl

2. To move second mirror copy of the third logical partitions of logical volume
hd?2 to hdisk5, type

# migratelp hd2/3/2 hdisk5

3. To move third mirror copy of the twenty-fifth logical partitions of logical
volume testlv to hundredth partition of hdisk7, type

# migratelp testlv/25/3 hdisk7/100
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These new features to AIX 5L are included in the standard bos.rte.lvm fileset. This
LVM fileset also includes some other new commands for you to investigate:

Intermediate level command that migrates a missing disk
with the hot spare and syncs the stale partitions

/usr/sbin/hotspare

/usr/sbin/lvmstat «—————— Reports on the status of a VG or LV
/usr/sbin/migratelp «—————— Allows relocation of LP between disks
/usr/sbin/readvgda «——————— Directly reads data from the VGDA
/usr/sbin/shrinkps «——————— Reduces the size of a paging space

Ore fileset that is missing from the AIX 4.3.3 bos.rte.lvm fileset is the
lusr/sbin/updatelv command.

CONFIGURING VOLUME GROUPS

In order for a new disk to be made available to the LVM, the disk must be designated
a physical volume and assigned a physical volume identifier (PVID). The PVID is a
16-digit hexadecimal number on older AIX versions and is a 32-digit hexadecimal
number in AIX 5L. Both AIX 4.3 and AIX 5L show only 16-digit numbers with the Ispv
command. The Isattr -El hdisk0 command will show the 32-digit number with AIX 5L
and AIX 4.3.3 (with Maintenance Level 8 and above installed). It is interesting to note
that all of the extra 16 characters are “0.” You create a PVID on a new disk with the
following command:

# chdev -1 hdisk<n> -a pv=yes
You can list physical disks on your system using Isdev:

# lsdev -C -c disk

hdisk0 Available 00-00-0S-00 4.2 GB SCSI Disk Drive
hdiskl Available 00-00-0S-10 4.2 GB SCSI Disk Drive
hdisk2 Available 00-04-00-30 Other SCSI Disk Drive
hdisk3 Available 00-04-00-40 Other SCSI Disk Drive
hdisk4 Available 00-04-00-50 Other SCSI Disk Drive
hdisk5 Available 00-04-00-00 Other SCSI Disk Drive
hdiské Available 00-04-00-10 Other SCSI Disk Drive
hdisk7 Available 00-04-00-20 Other SCSI Disk Drive

To list the PVIDs associated with these disks, use the Ispv command:

# lspv
hdisk0 000008870001c7el rootvg
hdiskl 00001508fce5bbea rootvg



hdisk2
hdisk3
hdisk4
hdisk5
hdiské6
hdisk7

To add the new disk to a new or existing volume group, use SMIT or the mkvg and

00004060c388efc4
000015082c6e92df
0000150837ccla8s
000015082c28f5c7
000015082¢c2931f£5
000015082c296d8f

vg00
vg00
vg0l
vg0l
vg0l
vg0l
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extendvg commands (see Figure 11-4):

# mkvg -f -y vgl0 hdiskl0 hdisk1l1l <«— Create a volume group vg10 using hdisk10 and hdisk11
# extendvg -f rootvg hdisk8 ¢——— Add hdisk8 to the rootvg volume group

# smit mkvg

A volume group identifier (VGID) is assigned to each volume group. The VGID is a
sixteen-digit hexadecimal number in older AIX versions and is a 32-digit hexadecimal
number in AIX 5L. Each VGID in the system is represented by an entry in the /etc/vg

directory.

# 1s /etc/vg

vg00012560841690B0

vg000125608A48C772

vg00012560841690B00000000000000000

YOLUHE GROUP nane

=1 Add a Yolume Group : root@yogi

Physical partition SIZE in megabytes 16

# PHYSICAL VOLUME nanes

Activate volume group AUTOHATICALLY

at system restart?

Yolune Group HAJOR HUHBER{Hum.)

Create YG Concurrent Capable?

Auto=varyon in Concurrent Hode?

LTG Size in kbytes

0K Connand

List

hdiskd hdisks

yes

o
o

i28

Reset

List

List

List

List

List

List

Cancel

Figure 11-4.

SMIT “add volume group” panel
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To display the configuration of the existing volume groups on your system, use the
Isvg command:

# lsvg < List volume groups

rootvg

vg0l

vg02

vg03

# lsvg -1 rootvg «——— List the contents of the rootvg volume group

rootvg:

LV NAME TYPE LPs PPs PVs LV STATE MOUNT
POINT

hds boot 2 2 1 closed/syncd N/A

hde paging 84 84 1 open/syncd N/A

hds jfslog 1 1 1 open/syncd N/A

hd4 jfs 8 8 1 open/syncd /

hd2 jfs 296 296 2 open/syncd /usr
hdovar jfs 13 13 2 open/syncd /var
hd3 jfs 26 26 1 open/syncd /tmp
hd1l jfs 1 1 1 open/syncd /home
hdloopt jfs 156 156 2 open/syncd /opt
lvscripts jfs 25 25 1 open/syncd /scripts
1voo jfs 10 10 1 open/syncd /storix

# lsvg -p rootvg «——— List physical volumes in the root volume group

rootvg:

PV_NAME PV STATE TOTAL PPs FREE PPs FREE DISTRIBUTION

hdiskO0 active 479 0 00..00..0000..00

hdiskl active 479 336 96..48..00..96..96
Quorum

Each physical volume in the volume group is marked with a volume group descriptor
area (VGDA) and a volume group status area (VGSA). The VGDA and the VGSA are
the most important components of a volume group! The VGDA contains identifiers for
all logical and physical volumes and partitions that make up the volume group. The
VGSA is a bitmap used to indicate which physical partitions on the disk are stale and
require synched update.

When a volume group is activated using the varyonvg command or SMIT, the LVM
verifies that it has access to at least 51 percent of the VGDA and VGSA copies before
going online. This majority, called a quorum, is required by the LVM to ensure data
integrity. Any physical volume not available is reported. The system administrator
must decide whether to continue if a device is not accessible. If a majority quorum is
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not established for the volume group, it is not activated. However, believe it or not,
you can force it to vary online with the -f switch to the varyonvg command.

# varyonvg <VGname> 4————— Vary a volume group online
# varyonvg -f <VGname> «———— Force vary on a volume group

You can take a volume group offline using the varyoffvg command or via SMIT.
Note that all access to logical volumes in the volume group must be terminated. Any
filesystems located in the volume group must be unmounted, and any paging space
must not be active.

# varyoffvg <VGname>
# smit varyoffvg

To remove or replace physical volumes in a volume group for maintenance
purposes, use SMIT or the chpv command.

# reducevg <VGname> <PVname> 4——— Remove the disk from VG
# rmdev -dl hdisk<n> <«—— — Remove the hdisk definition

Replace the disk...
# cfgmgr -v <« Let the system discover the disk
# lspv < Find the newly found disk and write down the hdisk #

# chdev -1 hdisk<n> -a pv=yes 4—— Create a PVID for the new hdisk
extendvg <VGname> <hdisk<n> 4—— Add the new disk into the volume group

NOTE When you remove all of the physical volumes from a volume group, the volume group is
deleted from the system (reducevg command).

An entire volume group may be moved as a unit from one system to another.
When the volume group is exported, all references to it are removed from the
ODM. When the volume group is imported on the new system, all device table,
special file, and /etc/filesystem entries are added automatically to the ODM.
You can export and import a volume group on the same system to resynchronize
the VGDA and ODM information.

# exportvg <VGname>
# importvg <VGname> <PVname>

Root Volume Group—rootvg

A special VG called rootvg is used by AIX for the operating system'’s root filesystems
and the default paging areas. It's a good idea to use separate volume groups for user
and local application filesystems. This way, you can export and import these volume
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groups before and after operating system upgrades. Each AIX BOS installation
destroys all or part of rootvg.

Mirroring rootvg

If you do not mirror the root volume group, you have a single point of failure. Always
mirror rootvg! I have seen too many unnecessary system rebuilds because rootvg was
not mirrored. Mirroring rootvg is a straightforward process and consists of the
following steps, in which we are going to mirror rootvg to a new disk called hdisk1:

1.

Add hdisk1 to the rootvg for mirroring:
# extendvg rootvg hdiskl
Use this command if all the rootvg logical volumes were created properly:

# mirrorvg rootvg «4———— This command will do it all if no errors occur

Or (if a problem was encountered) manually mirror rootvg and do not mirror
the dump device (Iv00 in example):

# lsvg < To make sure there are two drives in rootvg
# lsvg -1 rootvg «—————To see if anything is mirrored already
# lsvg rootvg «———————— To check available space

Mirror each logical volume:

for N in $(lsvg -1 rootvg | grep syncd | awk '{print $1}' | grep -v 1v00)
do
echo SN

mklvcopy $N 2

vV V. V V 3#

done
Sync the volume group:

# syncvg -v rootvg
# lsvg -1 rootvg

Configure the boot devices:

# ipl_varyon -i

PVNAME BOOT DEVICE PVID VOLUME GROUP ID
hdisko NO 00001047375ac230 000010472822£021
hdiskl YES 000010472822e532 000010472822£021

# bosboot -a -d /dev/hdisk0

bosboot: Boot image is 6955 512 byte blocks.

# ipl_varyon -i
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PVNAME BOOT DEVICE PVID VOLUME GROUP ID
hdisko YES 00001047375ac230 000010472822£021
hdiskl YES 000010472822e532 000010472822£021

# chvg -a'y' -Q'n' -x'n' rootvg 4——— A QUORUM of disks required = no
# bootlist -m normal -o
hdiskl

# bootlist -m normal hdisk0 hdiskl
# bootlist -m normal -o

hdisk0
hdisk1l

# 1lsvg rootvg | grep -i QUORUM

OPEN LVs: 14 QUORUM : 1

The mirrorvg command does all of the mklvcopy commands under the covers
for you.
Since disk quorum was disabled, we must reboot the system for the changes to

take effect.

# shutdown -r now

Adding a Volume Group

As we previously discussed, a volume group consists of one or more disks, or physical
volumes. We have two options when creating a new volume group, normal and big volume
groups. A big volume group extends the maximum number of logical partitions from 256
up to 512. Tables 11-2 and 11-3 show the difference between normal and big volume
group limits.

Maximum Number of Disks in the VG Maximum Number of Partitions for Each Disk
1 32512

2 16256

4 8128

8 4096

1 2032

32 1016

Table 11-2.  Normal Volume Group Limits
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Maximum Number of Disks in the VG Maximum Number of Partitions for Each Disk
1 130048

2 65024

4 32512

8 16256

16 8128

32 4096

64 2032

128 1016

Table 11-3.  Big Volume Group Limits

To specify a big volume group, add the -B switch to the mkvg command. If the -B
switch is omitted, the volume groups will be a normal volume group. To specify the
number of disks and the maximum number of partitions per disk, you use the t-factor.
The t-factor is a multiple of 1016. For each t-factor increase, you double the number of
physical partitions but cut in half the maximum number of disks allowed in the
volume group.

To create a normal volume group called appvg using hdisk4 that has 16MB PP size
and can have up to 16 disks, issue the following command:

# mkvg -s 16 -t2 -y appvg hdisk4

The -s 16 specifies a 16MB PP size, and the -t2 specifies a t-factor of 2. The -y switch
specifies the name of the volume group, appvg. In Table 11-2, you can see that we can
have up to 16256 partitions per disk and up to 16 disks in this normal volume group.

To create a big volume group called bigappvg that can have up to 16 disks and 8128
partitions per disk and that uses hdisk5 through hdisk10, issue the following command:

# mkvg -B -t8 -y bigappvg hdisk5 hdiské hdisk7 hdisk8 hdisk9 hdiskl0

We can also change our normal appvg volume group to be a big volume group
with the following command:

# chvg -B appvg

Importing and Exporting Volume Groups

One of the nice things about a volume groups is that they are portable. You can export
a volume group on one machine, recable the disks to a different system, and import the
volume group. The two commands that export and import volume groups are exportvg
and importvg. When you export a volume group, you completely remove it from the
ODM, and when you import a volume group, you add it to the ODM. As an example,
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we want to use our bigappvg volume group on another machine. The following commands
will export the volume group and import the volume group.
On machine A:

# exportvg bigappvg
On machine B:
# importvg -y bigappvg hdisk5

A lot is assumed in the previous example. You need to use the PVID of one of
the disks in the volume group as the target disk set that contains the exported VG.
(Remember the VGDA?) In this example, we found that the PVID was on hdisk5 by
examining the output of the Ispv command. Volume groups also have a major number
that is unique to the system. To find the next available major number on a system,
issue the following command:

# lvlstmajor

To specify a major number, we use the -V switch. On my machine, the next available
major number is 27. So we change our importvg command to use major number 27:

# importvg -V 27 -y bigappvg hdisk5

NOTE If the -V switch is omitted from the importvg command, the next available major number will
be assigned.

Varying On and Varying Off Volume Groups

Before a volume group can be accessed, it must be varied on. Also, before you can
export a volume group, it must be varied off. The commands that vary on and off
volume groups are varyonvg and varyoffvg. To vary off and vary on the bigappvg
volume group, we use the following commands:

# varyoffvg bigappvg
# varyonvg bigappvg

Reorganizing a Volume Group with reorgvg

The reorgvg command is used to reorganize the PP allocation within the volume group.
This reorganization is an attempt to meet the intradisk policy (refer to the section
“Configuring Logical Volumes” later in this chapter for details on policy) of each LV
in the volume group. There must be at least one free PP in the volume group for the
reorgvg command to complete successfully. When using the reorgvg command, you
can specify individual LVs in the VG that you want to reorganize; otherwise, all of the
LVs are reorganized in the VG.
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As an example, we want to reorganize the dat01, dat02, and idx01 in our bigappvg
volume group:

# reorgvg bigappvg dat0l dat02 idx01

To reorganize every LV only on hdisk5 in the bigappvg volume group, we can use
the following compound command:

# echo "hdisk5" | reorgvg -i bigappvg dat0l dat02 idx01l

HACMP and Synchronizing Volume Groups

We are getting a little ahead of the game in this section. HACMP is an acronym for
High Availability Cluster Multi-Processing. HACMP is used to make your application
servers fault resilient by failing over to a standby machine if the primary machine
fails. To do this, the disks that holds the application, or anything that must be highly
available, must be shared between the machines in the cluster. Usually the disks are
twin-tailed between two machines and the controlling machine has the VG imported
and varied on. In case of failure, the standby machine must import the shared volume
group, vary it on, and start the application on the new node.

The problem arises when you make changes to the VG and the other machine does
not know about the changes. To synchronize the VG, we need to vary off the VG only
on the primary node and import the volume group on the standby node. After this
process, the volume group is varied off from the standby node and varied on the VG
to the primary node.

NOTE By default, all of the raw devices are owned by root user and the system group.

There is also the -L option to the importvg command for a system to learn about
changes to a known VG. The following process will accomplish the same task as exporting
and importing the volume group.

¢ Primarynode varyonvg -b -ubigappvg

e Standbynode importvg -Lbigappvghdiskl0

* Primarynod: varyonvg bigappvyg

CONFIGURING LOGICAL VOLUMES

To make use of the disk space available in a volume group, you will need to create a
logical volume. Logical volumes are analogous to partitions on other UNIX systems
but provide some significant enhancements. The structure and features provided by
logical volumes should be well understood before proceeding with allocating space
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for filesystems or paging areas. In other words, you should be able to determine
the following;:

* Logical volume type

¢ Size in logical partitions

* Interdisk partition layout (as opposed to the intradisk policy)
*  Write scheduling policy

¢ Intradisk partition layout (as opposed to the interdisk policy)
*  Whether it will be mirrored

*  Whether it will be striped

Logical Volume Types

The LVM basically manages all logical volume types the same way. A logical volume
may warrant special consideration when defining some of the other attributes. For
example, you may wish to locate paging logical volumes in the center of the disks to
reduce head movement. There are five logical volume types used by AIX:

* Filesystem Holds filesystem data and metadata

* Log HoldsJFS metadata update log

e Paging Paging areas

¢ Bootlogical volume Boot block and RAM filesystem code
* Dumparea Holds panic dumps

Logical Volume Size

When you create a new logical volume or add space to an existing logical volume, you
will be working in logical partition (LP) units. As an example, if you accepted the default
4-megabyte partition size, then a 512-megabyte logical volume will require 128 logical
partitions (512 MB logical volume divided by 4 MB logical partition size equals 128
logical partitions). When you create a LV, you may define a maximum number of logical
partitions that can be used for the logical volume (the default is 512). This value limits
the size to which this logical volume may grow within the volume group. The maximum
limit may be increased if additional logical volume space is required at a later date.

You may notice that, when you add up the number of partitions represented by the
physical volumes in a volume group, you have lost somewhere between 7 to 10 percent
of the total formatted space. This is due to space overhead required by the LVM to
manage the volume group. Remember the VGDA and VGSA structures described in
the previous sections?
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Interdisk Policy

The interdisk layout policy determines the range of physical disks that may be used to
allocate partitions for the logical volume. The interdisk policy may be either minimum
or maximum, along with a range limit governing the number of physical disks that
may be used.

e Minimum Provides highest availability. All partitions are allocated on a single
physical volume. For mirrored logical volumes, the first copy will be allocated on
a single physical disk. The second copy can be allocated across multiple physical
volumes up to the range limit unless the Strict option is selected.

¢ Maximum Provides the best performance. Each logical partition in the
logical volume will be allocated sequentially across up to the range limit of
physical volumes. If one of the physical disks fails, then the entire logical
volume is unavailable.

Intradisk Policy

The intradisk layout policy (see Figure 11-5) defines where partitions will be allocated
within a physical disk. One of five regions may be selected: inner edge, inner middle,
center, outer middle, and outer edge. Inner edge and outer edge have the slowest seek
times. Average seek times decrease toward the center of the disk, which is where the
“sweet spot” on the disk is located.

Disk allocation policy

Figure 11-5. Intradisk policies
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Use the Isvg command to display the layout of existing logical volumes and the
number of free partitions:

# lsvg rootvg

VOLUME GROUP: rootvg VG IDENTIFIER: 00012560841690b0

VG STATE: active PP SIZE: 4 megabyte (s)

VG PERMISSION: read/write TOTAL PPs: 958 (3832 megabytes)
MAX LVs: 256 FREE PPs: 336 (1344 megabytes)
LVs: 11 USED PPs: 622 (2488 megabytes)
OPEN LVs: 10 QUORUM : 2

TOTAL PVs: 2 VG DESCRIPTORS: 3

STALE PVs: 0 STALE PPs: 0

ACTIVE PVs: 2 AUTO ON: ves

MAX PPs per PV: 1016 MAX PVs: 32

LTG size: 128 kilobyte(s) AUTO SYNC: no

HOT SPARE: no

# lsvg -1 rootvg

rootvg:

LV NAME TYPE LPs PPs PVs LV STATE MOUNT POINT

hds boot 2 2 1 closed/syncd N/A

hde paging 84 84 1 open/syncd N/A

hds jfslog 1 1 1 open/syncd N/A

hd4 jfs 8 8 1 open/syncd /

hd2 jfs 296 296 2 open/syncd /usr

hd9var jfs 13 13 2 open/syncd /var

hd3 jfs 26 26 1 open/syncd /tmp

hd1 jfs 1 1 1 open/syncd /home

hdloopt jfs 156 156 2 open/syncd /opt

lvscripts jfs 25 25 1 open/syncd /scripts

1v00 Jjfs 10 10 1 open/syncd /storix
Mirrors

For high-access filesystems, mirrors provide a mechanism that improves availability
(a copy of the primary logical volume is maintained) and access time (multiple paths to
the data). You may choose to keep two mirrored copies in environments that require
higher levels of availability and fault tolerance. Three mirrored copies are the maximum.
When reading a mirrored logical volume, if the primary path is busy, the read can
be satisfied by the mirror. Writes are sequential to logical volumes confined to a single
physical disk. If mirrors occupy more than one physical disk, write scheduling can be
either sequential or parallel.

® Sequential writes

Writes are ordered in the sequence that they occur. Each

write operation is scheduled sequentially to each copy and returns when both
updates are completed.
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* Parallel writes Writes are scheduled across the multiple disks at the same
time. The write returns after the longest write completes.

Mirrors can be created when the logical volume is created by requesting more than
one copy (see Figure 11-6). To mirror an existing logical volume, use the SMIT FastPath
smitty mklvcopy.

# smit mklvcopy «——— Start SMIT and select logical volume to be mirrored

Adding a Logical Volume

After selecting the volume placement characteristics for the new logical volume, you
can create it using the SMIT FastPath smitty mklv (see Figure 11-7).

# smitty mklv

Logical Volume Maps

To look at how the LVs are mapped to the PPs, you can use the 1slv -m <LVname>.
From the output, you can see how each logical partition is mapped to a physical
partition and which disk drive(s) the physical partitions reside on. For mirrored logical
volumes, a single logical partition is mapped to either two or three physical partitions,
hopefully on different physical volumes!

= Add Copies to a Logical Yolume : root@yogi
* LOGICAL YOLUHE nane hdl

HEH TOTAL nunber of logical partition z

copies 2 List Al Y

PHYSICAL VOLUHE nanes hdiski] List

POSITION on physical volume center List A ¥

RANGE of physical wvolunes nininun List Al ¥

HAXIHUH NUHBER of PHYSICAL YOLUHES 70

to use for allocation{Hum.} =

Allocate each logical partition copy .

on a SEPARATE physical volune? bes List| A[ ¥

File containing ALLOCATION HAP

SYHNCHROWIZE the data in the new : List il ¥

logical partition copies? yes 18

0K Connand Reset Cancel ?

Figure 11-6.  SMIT “mirror-logical volume” panel
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1 Add a Logical Volume : root@yogi

Logical volumne HAHE I

#* YOLUHE GROUP nane rootvg

# Hunber of LOGICAL PARTITIOHS{Hun.}

PHYSICAL YOLUHE names List

Logical volume TYPE i

POSITION on physical volune hiddle List Al Y
RANGE of physical volumes hininun List A ¥

HAXIHUM NUHBER of PHYSICAL YOLUHES '
to use for allocation{Hun.} £

Hunber of COPIES of each logical v

partition EL List FA0 i
Hirror Hrite Consistency? active List A ¥
Allocate each logical partition copy \: -

on a SEPARATE physical volune? yes List Al Y
RELDCATE the logical volume during .

reorganization? yes List Al ¥

Logical volume LABEL
HAXIHUM HUMBER of LOGICAL PARTITIONS{Hum.} 512

Enable BAD BLOCK relocation? yes List Al ¥

SCHEDULING POLICY for reading/writing

logical partition copies parallel List Al ¥
Enable HRITE VERIFY? o List AT
0K Connand Reset Cancel i

Figure 11-7.  SMIT “add logical volume” panel

Raw Logical Volumes

Database applications are notorious for requiring raw logical volumes. A raw logical
volume is a logical volume without a filesystem. Paging space is also a raw logical
volume. The access to raw logical volumes is done by way of the raw device in /dev/r*.
Each of these raw devices is a character special file, and most disk devices have multiple
raw devices associated with them. The application usually sets up soft links to each raw
device for access.

211
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File Ownership of Raw LV Devices and Links

You can run into trouble when adding raw logical volumes for the DBA if you forget
to change the file ownership and group. My DBAs need all of the raw devices to be
owned by dba user and the dba group. By default, all of the raw devices are owned
by root user and the system group.

Raw Logical Volumes and Async I/O

Now you are asking for trouble! If you have a requirement for Async I/0O, then you
should never use raw logical volumes. Instead opt for JFS filesystems. The problem
with combining raw LV and Async I/O is that Async I/O is running along and
throwing the data over the fence to the operating system to store to disk. All of this
unwritten data is cached in a buffer, thus the term Asynchronous I/O. If the machine
fails, then all of the data in the cache bulffer is lost forever, and you end up with a
corrupted database! However, if you use Async I/O with a JFS filesystem and the
system fails, you should never lose any data. This is because the JFS filesystem has its
journal log, and when the machine is rebooted it will know to replay the journal log to
complete the disk writes. The combination of Async I/O and raw logical volume is a
particularly big problem in an HACMP cluster. If a machine detects a problem it can
trip the dead-man switch, and a halt -q command is immediately issued. Just remember
to always use JFS or JFS2 filesystems when Async 1/0 is required (see the section
“Filesystems (JFS and JFS2)” later in this chapter for more details).

Increasing the Size of a Logical Volume

You can increase the size of a logical volume on-the-fly in AIX using the extendlv
command or by the SMIT FastPath smitty extendlv.

To add five logical partitions to the hd9var logical volume, issue the following
command:

# extendlv hd9var 5  <«———— This is done for you with the chfs command

It is important to note that the extendlv command will not automatically make
any of this new space available to a JFS or JFS2 filesystem on the target logical volume.
The chfs command will add the needed partitions and extend the filesystem both with
one command:

chfs -a size=SIZE IN_512 BYTE BLOCKS MOUNT_POINT

Decreasing the Size of a Logical Volume

This is a problem with AIX. It is possible to remove logical partitions from a logical
volume with the unsupported command Ireducelv and other unsupported LV
commands to build the needed LV map file. These commands are used in the rmlv
script to remove all the logical partitions in order to remove the entire logical volume.
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This process is beyond the scope of this chapter, but I feel confident that someone
could someday write a reducelv wrapper script to make it useful. Another problem
comes when you have a filesystem on top of the logical volume you want to reduce.
There are no supported or unsupported commands to deal with this that I know of. So
please do not try it unless you have a system you can destroy. Use at your own risk and
for more details read AIX Logical Volume Manager from A to Z: Troubleshooting and
Commands from Redbooks and IBM: http:/ /www.redbooks.ibm.com/pubs/pdfs/
rebooks /sg245433.pdf.

Defragment a Filesystem with defragfs

The defraglv command attempts get more contiguous PP for the filesystem. If your
filesystems consist of PPs scattered over the disk, you will see some benefit, but it is
usually negligible. To defrag the /bigdata01 filesystem issue the following command:

# defragfs /bigdatall

synclvodm Command

The synclvodm command synchronizes or rebuilds the logical volume control block
(LVCB), the device configuration database in the ODM, and the volume group
descriptor areas on each of the physical volumes in the specified volume group.

Remember that if you run this command on a system that is running raw logical
volumes, all of the raw devices in the /dev/r* directory will be owned by the root
user and the system group! If you are running a database under raw logical volumes,
just remember to go back and change the raw device file ownership accordingly.

NOTE In AIX 4.3 IBM added the -P flag to the synclvodm command that preserves the ownership and
permissions of the logical volume raw devices. Always use the -P flag to preserve raw device settings!

It is rare that you need to run this command, but if for some reason the device
configuration database becomes inconsistent, you can run the following command:

# synclvodm -v -P rootvg
(or)

# synclvodm -v -P rootvg 1lv0l 1lv02 hdl

FILESYSTEMS (JFS AND JFS2)

The most common use of logical volumes is to contain filesystems. A filesystem is the
structure that supports a UNIX directory and file tree. A filesystem tree begins with the
root directory at the top, with subdirectory branches proceeding down from the root.
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Each directory level in the tree may contain files and directories. The primary
structures that make up the filesystem are the super block, inodes, and data blocks.

New enhancements to the Logical Volume Manager (LVM) in AIX 5L include the
64-bit JFS2 filesystem, which is the only filesystem available on the Itanium-based
machines. The JFS2 filesystem is an expanded JFS filesystem capable of 1 Terabyte (TB)
files and 4 Petabyte (PB) filesystems! The 4PB filesystem is a theoretical size, since no
one, to my knowledge, has ever bought 4PBs of disk drives to connect to a machine,
but the math works. Another enhancement in JFS2 is dynamic inode allocation.

It is important to note that some C compilers still have a 2GB limit on file size. You
will need to learn the proper compiler flag (-D_LARGE_FILES) to enable large access
from your compiled code.

Super Block

The super block describes the overall structure of the filesystem within the logical
volume. It contains the filesystem name, the size, the pointer to the inode and free
block lists, and so on. The super block is used to keep track of the filesystem state
during operation. Super block information is also used to verify the integrity of the
filesystem as part of the boot process and in the event of a failure.

Each directory and file in the filesystem is represented by an inode. The inode can
be thought of as an index entry. Each inode is sequentially numbered from 1 up to the
maximum number of inodes defined for the filesystem. JFS2 filesystems, which are
new to AIX 5L, dynamically allocate inodes as they are needed. The inode identifies
the attributes of the file or directory it represents:

e File mode

¢ File type

¢ Owning UID and GID
* Date and time stamps
e Number of links

e Pointer to data blocks
* Sizein bytes

e Size in blocks

Inodes

The number of inodes created for f